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PREFACE

The "world" is becoming more and more intractable. We have learned
to discern "systems" in it, we have developed a highly sophisticated math-
ematical apparatus to "model"  them, large computer simulation programs
handle thousands of equations with zillions of parameters. But how ade-
quate are these efforts?

Part One of this volume is a discussion containing some proposals for
eliminating the constraints we encounter when approaching complex systems
with our models: 1Is it possible, at all, to design a political or econom-
ic system without considering killing, torture, and oppression? Can we
adequately model the present state of affairs while ignoring their often
symbolic and paradoxical nature? 1Is it possible to explain teleological
concepts such as "means" and "ends" in terms of basically 17th century
Newtonian mechanics? Can we really make appropriate use of the vast a-
mount of systems concepts without exploring their relations, without de-
veloping a "system of systems concepts"? And why do more than 95% of all
system modelling efforts end in just a heap of printed paper, and nothing
else?

Leading scientists from different disciplines, who have different
viewpoints and use very different styles in presenting their message were
invited to present their approaches to these and to other problems of
equal importance: Either as Plenary Lectures at the Seventh European
Meeting on Cybernetics and Systems Research at the University of Vienna,
Austria, (Professors Stafford Beer, Helga Nowotny, and Robert Rosen (Ross
Ashby Memorial Lecture)) or as Invited Lectures to the Austrian Society
for Cybernetic Studies, Vienna, (Professors Dennis H.Meadows, Lenard R.
Troncale), where my lecture too was presented.

In a time when the possible alternative to dialog across borders is
global destruction, Dr.Vadim Sadovsky of the Systems Institute of the USSR
Academy of Sciences in Moscow and Professor Stuart A.Umpleby of The George
Washington University, Washington, D.C. are organizing a series of meet-
ings of Soviet and American cyberneticians and systems researchers to
compare and thus clarify the conceptual structures in cybernetics and
general systems theory. Part Two is an edited transcript of the lectures
and discussions of the panel "Guiding Questions and Conceptual Structures
in Cybernetics and General Systems Theory: Comparative Studies" of this
Seventh Meeting, by Professors Ernst von Glasersfeld, Francisco Varela,
Vladimir A.Lefebvre, and Stuart A.Umpleby, who also moderated this panel.

All scientists innocently accepted the invitation just to lecture and
then were confronted with a transcript of their presentation and were also
asked to transform it into a publishable paper. All, with the exception



of two, undertook the laborious effort to edit and sometimes even rewrite
their papers. To them I am most grateful. Probably they liked the idea
of this boak.

This volume would not have come into being without the help of many
others: First, the Austrian Society for Cybernetic Studies, which organ-
ized the Meeting and generously supported the preparation of this volume.
Then, in chronological order, Othmar Eichinger, who professionally record-
ed several lectures and many of the often unstructured discussions; Pia
Hotko, Gerda Helscher, and especially Karin Schmid, who cheerfully and
patiently keyed in the transcripts, then the edited versions, and still
were forced to include my editorial changes; Christa Zeller, M.A., who
extremely carefully proofread the final version and, in addition, made
many proposals for text improvements; Dr. Werner Horn, who was extremely
helpful in shuffling around the different variants of the text files and
then spent many hours in making them into a camera-ready printout;
Dr. Robert H.Andrews of Plenum Publishing, who was a really fair partner
during all negotiations: and Professor Helga Nowotny, who proposed the
title of this book.

You, the reader, probably had no chance to participate in the very
lively discussions. I have thought of a substitute: At the end of the
book you will find the addresses of all authors plus short biographies.
If you want to get in touch with them, just drop them a line. I am sure
they will appreciate hearing your comments and opinions.

I hope this book will give you hours, or at least moments, of think-
ing and pleasure.

January 1986 Robert Trappl
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PART ONE



RECURSIONS OF POWER

Stafford Beer

Mr. Chairman and the new President, Distinguished Guests, Ladies and
Gentlemen:

First of all I apologize for disfiguring this beautiful place with my
flag (see below for schematic diagram, which was exhibited in large-scale
and colour). It is a flag under which I wish to sail a voyage this
morning and I invite you to come with me on what could be quite an
exciting adventure. You will have to be brave and adopt such a system's
notion as I lay before you.

Now I have surveyed the proceedings of the conference which, of
course, these days are published in advance (it is something which always
amazes me, because the proceedings are supposedly a reflection of what
happened at the conference). First of all, I would like to congratulate
the authors of so many diverse and deep analytical statements in many
dimensions. I think it 1is very proper for us to investigate so many
diverse things in such detail, and I don't want anything I shall go on to

Fig. 1. Schematic framework for discussion of the social cybernetics for
the human condition.



contradict that. After all, the history of scientific development in our
civilization and our era displays a reductionist methodology. It has been
extremely profitable to us. It has taken us to the moon, and it has given
us huge advances in many, mahy fields: in medicine, as well as in atomic
physics, and so forth. But the price of all this scientific advance, I
suggest to you, 1is that we have finished up with an essentially
reductionist model of the universe. And the universe for us, for our civ-
ilization, now turns out to be just what science can explain.

I think myself, and I suggest to you, that it is actually quite
evident that there is another reality than this one. It is a reality in
which we shall not be frightened to face evidence of other things than
those things that science can explain. For instance, if you wanted an
example, the evidence for what 1is wusually called telepathy is over-
whelming; but we don't know how to put it into the reductionist model of
the universe that we have. And therefore scientists are frightened to
talk about it. I very well remember what happened when the first people
walked on the moon and personally conducted an unofficial experiment in
telepathy because nobody dared to say out loud that this is what was going
to happen. I have spoken with those concerned. There are many other ex-
amples ranging from genetics to alternative medicine. Then what I am say-
ing is that we must expect to find, before we are much older, a new
synthesis in science. It is being pioneered, as usual, by physics. The
account of particle physics and the mathematics that goes with it that is
now emerging, not to mention the macrocosmic firmament of black holes and
their mathematics too, is going to give us a very different kind of uni-
verse. It is one that is not going to be quite so reductionist as the old
one.

Now what about the systems sciences? 1In all of this development we
have, I think, a very, very special input to make; because after all our
spirit is contrary to reductionism. Having said quite enough polite
things about the successes of reductionism, let me now say that if we are
going to have a new model then it will be a systems-directed model. It
will use the prefix 'syn' a lot: synthesis and synergy outstandingly.
Well now, if you will accept, at least for the purposes of our voyage of
discovery under this flag, that what I have said so far is at least
possible (although it may be a little disturbing), then I next want to
suggest to you that the clue to this new scientific search that is
systems-directed lies in the nature of invariance.

When I said that I could congratulate the authors of the papers in
the proceedings for good scientific work of an analytical kind, I was also
conscious (and this 1is a criticism of everybody, not anybody) that
progress in science has always rested in the detection of invariants in
systems. This is how we come, epistemologically speaking, to discuss what
we loosely call the "Laws of Nature". We detect in gravity, we detect in
entropy, and so forth, invariant properties of systems. Now I am sub-
mitting to you that we have been very slow because of our reductionist
methodology to determine invariance in the systemic world we are looking
at. And I think that our great new thrust has got to be in this direc-
tion. Now what do I mean by invariance? Just to explore it a little:
you know very well that I mean if I say: this expression, E = mc?, will
hold throughout a particular domain of the universe. Boyle's Law holds,
Ohm's Law holds, the laws of gravitation hold, entropy laws hold. These
are the invariants. But let me put to you the question that Ross Ashby,
one of our very beloved grandfathers of cybernetics, used to pose to
illuminate this question about invariance: To what extent is the Rock of
Gibraltar a model of the brain? Do you remember him saying that? He says
it in one of his books. Now that is a very strange question to most peo-
ple. But of course the answer is: If you are interested in physical or




temporal extensity, and that is your interest and your only interest, then
the Rock of Gibraltar will make a very good model of the brain. That is
what I mean by invariance. We are not just concerned with the great laws
of nature, but with the things to which we can point and say: "This
always happens".

Now, I believe a whole mass of discoveries awaits us in this area.
The other thing I want to say by way of introduction is that I have
noticed that in our treatment of social systems - not only cyberneticians
but other kinds of social scientists - we have very largely neglected the
very difficult issue of power. People write about political systems from
a scientific point of view as if they had never heard of guns and torture
and oppression; Jjust as they write about economic systems as if they had
never heard of economic repression and exploitation and alienation. Why
is this? 1Is it that we feel we are clouding science with politics if we
address these matters? Well, I can't help it, because if these notions of
power are endemic to social systems, as clearly they are, then we have to
discuss them. And it is just like stumbling over the evidence in physics
for paranormal activity, as I mentioned earlier for telepathy, for strange
on-goings within the model 'science'; because in social systems we equal-
ly have these facts of power staring us in the face and we don't discuss
them.

What is power? Elias Canetti, the great social scientist, has a very
simple statement. He says that "power is the will to survive". ©Now, that
has an interesting connotation because it implies a notion of identity
that we do not often face up to, either. If we are going to have a will
to survive, then what is going to have a will to survive? Something,
someone, some institution? We have not spent much time discussing what we
mean by power perhaps because we have not spent much time on discussing
what is identity. And if you are going to talk about survival - and I
have spent most of my life discussing the nature of viable systems, which
are systems capable of independent survival - then, I am submitting to you
now, we have to start thinking about the identity that is to survive. It
is the idea of self I am talking about. And we must expect that identity
is one of the invariants that I was mentioning earlier. I have called
this talk 'Recursions of Power' simply because, believing that we have to
include power in our equation, in our understanding of the universe and
especially of social systems - then I am suggesting that the identity that
underlies the need to survive and to exert that kind of power will be an
invariant that we shall find at every level of recursion.

Now I am using 'recursion' in the mathematical sense of one system
implying and being included in the next. It brings me straight to what
this symbol is that I have called my flag for this address. What do you
think it is? Would anybody like to say what this is? A mandala! Well
done; thank you. It is obviously a mandala. (And do you know that
C.G.Jung wrote that he had studied mandalas for 14 years before he dared
say or write a word about them?) So we have some kind of mandala, and it
is one I designed myself, but it works on certain very fundamental princi-
ples. But, you know, it looks like a lot of other things too. Surely we
have rather restricted ourselves with our systems-diagrams, with 1little
boxes and arrows and so forth. I wanted to give you a richer symbol. For
instance this mandala here is a very good diagram of an insect colony. It
is a very good diagram of what the alchemists were doing. If you disturb
a surface of sand by generating a pure, sound tone, you will make a
pattern in the 'liquid' which 1looks very much like that. I showed the
diagram to a very famous historian who said: "Ah, you have modelled the
perfect design of a Renaissance city". I could give you many more exam-
ples. Another one I like very much concerns the famous double helix of
DNA which you wusually see from the side looking like a spiral. If you



generate a computer view of the double helix of DNA from the end, it looks
like this mandala. Now, of course, these invariances are literary
devices. I am offering you an imaginative leap here, not a scientific
demonstration.

What becomes interesting about this kind of diagram if you really
work on 1it, whether you analyze it as if it were a servo-mechanism, or
meditate in front of it as if it were a mandala , the sort of thing that
comes out of it 1is this: that the properties of a system that has
identity - and that is what it is really a model of - are such things as
self-regulation, self-organization, self-awareness, and in general then
self-reference. In consideration of the characteristics of life we added
self-reproduction (or so we used to say); but since Maturana and Varela I
hope we are concentrating more on self-production than on self-
reproduction. Well, these are the kinds of ‘'self'-things, the ‘'auto'-
things, that we are going to find in our development of notions of identi-
ty, and therefore in notions of the power that maintains that identity,
whether in the indvidual or in the social system. So that's where the
recursion idea comes 1in, and I will demonstrate its application in a
minute. Meanwhile, I hope you all know the work of Maturana that I was
referring to under the heading of self-production which, to use his term,
defines autopoiesis - the business of 'making oneself' perpetually. This
is central to my theme today. As to self-awareness: I believe that many
branches of science are pointing to the fact that our big new conceptual
breakthrough in science (for which I hope perhaps before the end of the
century) will be a proper understanding of consciousness. And I think
that physics and biology and the social sciences and perhaps aesthetics -
why not? - are likely to join hands together with philosophy and the rest
of us in trying to understand what that is. Well, whatever it 1is, I am
urging on you now that this is very much our field, a major field for the
advance of our subject.

This is a keynote address, and so I feel the urge to lay before you
where I think that we can go when we have set aside for the time being all
the individual work that you have done and I have done on individual
systems and parts of systems. Here 1is the picture that 1is emerging:
power lies in the issue of self for individuals and for large social sys-
tems. Scientific power in discussing that 1lies in the notion of
invariance, where our findings will apply to both. And that is why I am
talking about recursions.

Well, that was by way of introduction. I now want to use this dia-
gram as a model of four levels of recursion. Arbitrarily four: there are
thousands. Let us start with the individual, You and Me, the Person.
This is a model of such a person. Then we should go to a higher level of
recursion of the group of people, whether as a community, like a village
or a town, or as an institution like a hospital or a firm, a business.
That will be our second level of recursion, and our flag symbol is a model
of that too. The third level of recursion will be the nation. Nations
turn out to be very, very central to the issue of power in our age. It
seems a tragedy really, because philosophers and people of good will of
all kinds have offered us the idea of a whole planet, of one world, of a
people. But we end up with nations who fight each other in a lethal fash-
ion, both economically and with weapons. And it seems that we have a
cybernetic problem here of the reduction of variety; there 1is Jjust too
much variety generated by mankind in total, not to entail the subdivision
of mankind into various separate identities. So we are stuck with the
historical process that has produced nations and nationhood. That is my
third level of recursion, of which this is also a model. Then my fourth
level shall obviously be of the planet as a whole. I shall briefly tell
you how this model applies at all four of those levels of recursion. That



is my second task now. I think a huge amount of cybernetic talk could be
made about invariances existing between those four levels of recursion.
But we only have an hour here to have our opening session, and I am going
to concentrate on Jjust one cybernetic aspect of this model. I hope to
make its recursive invariance stick.

Let us first of all consider this model for the individual. The
individual - who 1is this fellow, or this girl? Let us start with the
naive definition of a person as what is enclosed in an envelope of skin.
If you 1look at the diagram you will find that represented by the inner,
heavily drawn, circle. This big strong inner circle is meant to represent
that envelope of skin. Now as good systems people we know straight away -
do we not? - that the boundaries that we use to define systems are criti-
cal, and also arbitrary and conventional. Most ordinary human beings
would accept the envelope of skin as a boundary. We know better! The
physicist in us knows perfectly well that a particle that was part of the
definition of MY boundary only ten minutes ago may now be in Jupiter,
because we know that this particle is a probability smeared across the
universe. That's physics talk. Social scientists might say: 'Well, the
boundary is not the envelope of skin; this is just a subset of a family
which is part of someting else and so forth. So, having made those reser-
vations, let us nonetheless take the heavy circle as the envelope of skin.

Now, you will see if you look a radial splurge of lines filling this
inner circle, filling it! 1In the centre is a blob, and then a radial com-
plex of 1lines. Now I am taking the blob to represent the autonomic nerv-
ous system, and the radials of lines to represent the central nervous sys-
tem as a whole. And those radial lines, you notice, go right up to the
edge of the circle. That means to say that the ends of my fingers and
toes are innervated, the nervous system gets there, the nervous system is
in charge of this whole thing that I call my body. Now that is a very
interesting fact. It is an exemplification of the law in cybernetics that

I want to remind you of and draw your attention to today. It 1is called
the Conant-Ashby Theorem, and says that 'the regulator of a system must
contain a model of what is regulated'. The Theorem is a manifestation of
the Law of Requisite Variety. Now you might say: 'Well, that is

self-evident'. But the funny thing is, you see, that when we get to our
other levels of recursion, when we begin to look at social systems, we
very soon find that we do not obey the cybernetic rules. The individual,
however, considered as the envelope of skin with a nervous system - do
note! - is capable, and does obey the theorem. It is capable of contain-
ing the variety generated by the body. So if I fling my arm out there I
can still move my fingers. My central nervous system does not say: 'I
stop here; you fingers are on your own out there'. The brain, in short,
has the model - not only the brain, the whole nervous system has this
model in it.

As I said, it is very useful to distinguish between the autonomic
nervous system and the rest of the nervous system. The reason why it is
so interesting is thir: If you are going to have a very high variety
model in your regulator, then much of it must be autonomic, which is to
say: it's self-requlating. Otherwise, of course, we would have to put
most of our conscious effort into keeping the system going - keeping the
heart beating; stopping from falling over; bringing the hand back when
you have thrown it out; and so forth. I repeat that when we get to so-
cial systems we shall see how much this principle is disobeyed, the
principle that we use and exemplify in the body.

Meanwhile, however, let me progress to the next level. I have been
talking about the heavy ring and the radial lines that reach its circum-
ference. Look next at the second circle within which all this is em-



bedded. This 1is the part of the individual which is not fully realized.
It stands for the capacity to do something. For example: you want to run
a marathon - can you run a marathon? - it is 26 miles, you know, it's a
long way - I bet, not many people in this room could run 26 miles. But
they could if they trained. I can't play golf, but I probably could if I
practiced. Now, these simple examples of things that one might do with
oneself can be extended to much more serious matters. You could all learn
Sanskrit, if you gave yourself the time and the motivation to do that.
There are physical things to do, there are mental things to do, there are,
indeed, spiritual things to do. You can set yourselves spiritual goals as
well as mental goals as well as physical goals: that is the individual
defined by the second circle. S/he is no longer Jjust the envelope of
skin, but the aspiring individual. The tiny circles on the ring's
circumference stand of course for the goals themselves. Now then, where
is the Conant-Ashby theorem 1in this? Please, think about it very hard.
Your model of yourself and the regulator that you have for regulating
yourself does not include the things I have just mentioned - until you put
them in. And if you devise a circle of aspiration for yourself and say:
'T am going to aspire to do this, that and the other', then you will have
to change your model of yourself, will you not? If you want to run a
marathon race, you are going to have to take up jogging in the mornings.
Right now you do not jog in the mornings; so your model of yourself has
to change in order that you become a jogger to yourself.

Now we are already beginning to find some very important lessons out
of this analysis. They will serve us in good stead as we move through the
'Recursions of Power'. Remember that I am going to talk about invariance
alone this morning. It is invariant in an identity, in a system of self,
that the things the system is capable of, but is not yet realizing, are
not initially included in the regulatory model. And then people try to do
things without changing the regulatory model. Now, how have I depicted
that in my diagram? You will see that the lines radiating out from the
centre, which went to the edge of the envelope of skin (and therefore
provided adequate regulation for the corporeal body) do not quite extend
to the edge of the second circle. This is a diagram to represent the fact
that we know that we can control ourselves further than our existing way
of living, but we are not quite certain how to do it. And if I set about
running a marathon, I am not at all sure about how I would control myself,
recreate the model of myself, and push those radial 1lines out to
discipline myself (we would say, in the case of a marathon). So we have a
control problem of requisite variety as soon as we leave the ostensible
self. The ostensible self is the inner circle, the capable self is the
expanded individual. Take a further look at the explicit goals, the tiny
circles. The capacity to run the marathon becomes a goal, the wish to
learn Sanskrit becomes a goal; and we can define those goals, and we can
say 'damn it, I'll do it!' The most beautiful book ever written on
calculus, I'm just remembering, begins by saying: 'what one fool can do,
another can.' So you decide to learn calculus if you can't already do
calculus, and that is an explicit goal. And now you will see those black
lines, tangential to the ostensible self, which are relating your goals.
Notice how powerful this model is becoming. If you want to go from the
ostensible individual self to the expanded self, then you will have to
increase your regulatory model as exemplified by the radial lines, and you
will also have to build - what do we say - 'strategies' for your life,
which are the black relations between explicit goals. But you are already
in considerable cybernetic difficulty, because of the 1law of requisite
variety. This is why most people, I submit to you, fail. I am talking
now of psychology, if you will. People fail in their goals; they join
correspondence courses to learn Sanskrit and then don't do it, having
spent a lot of money. They buy golf clubs and so on and say: 'I am going
to play golf' and then don't do it. Their model of themselves is



defective, and the regulatory system is trying to disobey cybernetic laws.

Now I come to the outside ring - the third ring of power. What 1is
that? Well, 1it's simple. Having discussed the goals we can distinguish
and therefore make explicit at the second level, this level says: 'well,
there are goals that we can't detect, because we don't know what our
ultimate capacity is.' And for this final ring I wuse Aristotle's word,
which I would like to bring back into circulation in science. It has been
mostly out of use for 2000 years. Aristotle's word was 'entelechy', which
means the fulfillment of promise, of potential - the total fulfillment of
potential. The final circle of the diagram is incomplete; that indicates
our uncertainty about the boundaries of entelechy. So leaving psychology
we come to the area where preachers and gurus, all those kind of people,
are saying: 'Look, you, Sir or Madam, have much more potential than you
know; do something with yourself, beyond the goals that you can
distinguish, and grow to your full self!' Now I am using the word
'ostensible self' for the inner ring, and 'potential self' for the second
ring where you can distinguish goals, and ‘'entelechy' for the final
affair. Most people 1live through their lives without ever contemplating
entelechy, as you know. And who shall scorn them for that; most people
are starving or vrotting in Jjail. We need to look at the statistics of
this planet, as we speak here in comfort and ease. The mass of humanity
is in terrible trouble, and they, perhaps, do not have time to contemplate
entelechy. We do; and maybe we have a responsibility to think about it
on their behalf as well as our own.

Now, before we leave the individual, I want to say that I am a
scientist despite a 1lot of philosophic talk here today. And, of course,
whatever we do with ourselves and however mystical we may sound in dis-
cussing to what heights the human being can aspire, what the human being
does is mediated by a control system. Outstandingly, this is the central
nervous system, as I mentioned at the outset, the brain. One of the
things I would like to leave with you out of this part of the discussion
concerns the way we discuss the brain. The brain is always discussed -
have you noticed this? - in terms of the available technology of the day.
This is a rather ominous thought. We seem to use the latest technology we
have got to talk about the brain because the latest technology looks so
new and so good and it appears to be at the forefront of scientific
understanding. It is very far from being 'absolute'. Let me remind you.
Aristotle thought that the brain was a machine for cooling the blood.
Well, it is, you know, with all that surface area. But that's not its
primary purpose. Let's move on rapidly. Descartes discussed the brain in
terms - do you remember? - of the fountains in the King's gardens. His
technology was hydraulic; so the brain was squirting juice all over the
place. You get to Locke - and the great age of the advancement of
mechanics. Locke talks about the brain in terms of nerve processes having
little tiny wires inside them which run over invisible pulleys, and that
whole thing is a mechanical artefact. You get to von Neumann, at the time
when computers were becoming THE thing, and everybody then used the phrase
of the ‘'electronic brain'. So the brain now became an electrical switch-
board, and certainly bits of the thalamus look a bit 1like that. Warren
McCulloch, my beloved mentor, used to say that the brain was a three-pound
electrochemical computer running on glucose at 25 watts. That was another
way of confronting people with a physical rather than a metaphysical
reality, using the kind of technology that was available. Warren was that
kind of analyst of the brain.

I consider that our discussions of the brain are going to be crucial
to our wunderstanding of selfhood, of consciousness, of identity and of
power. My theme is building up, isn't it? I want to leave a special
blessing, therefore, for neurocybernetics. This field must advance, and I



am conscious that I am speaking in Vienna where the Cybernetic Society is
founded in the person of Professor Trappl in a medical school. As to my
own role in this - I feel I must mention it - my own mathematical model of
the brain was done in the late fifties. Very few people here, I think,
will know that model; it was published in 1960. It depended on the fol-
lowing idea that, since causality in the brain is a very difficult thing
to follow, what we should try and realize is that the sensory part of the
brain and the motor part of the brain - whatever the causal connection
between them - must in some sense map onto each other. This mathematical
model was set-theoretic: it made no attempt to indicate transfer func-
tions that nobody understands. The interesting thing about that, when we
are talking about the technologies that we use to describe things, is that
the model generates the notion of the brain as an interference pattern.
And this was in the late fifties. I had not then heard of holography. By
now, not surprisingly, I cannot think of the brain as anything other than
a hologram. I will return to that later.

Well, so much for the individual, given that I am 3just wusing this
model as descriptive of particular invariance: Now let's pick this up at
the next level of recursion and ask about a social system such as a
community or an institution. Have we, in fact, got some invariances out
of our discussion of the Conant-Ashby theorem? I want to repeat that we
could do what I am doing now for the Conant-Ashby theorem for at least
another ten basic principles of cybernetics, but we haven't got time. The
point is only to demonstrate that there ARE invariances. Now, in a social
system, what is our heavy inner ring? The ostensible system, the accepted
system, which depends on the definition of functions and boundaries that
'everybody knows', is the answer.

Take a system of travel. You want to run a railway? Everybody knows
that the railway has some tracks and has some cars on the tracks and
engines and stations and things; so this is what you have when you have a
railway. That's the ostensible system. However, I said about the body,
well, if you are particle physicists, particles in the envelope of skin
will soon turn out to be on Jupiter. Equally it turns out, if you are a
management scientist, which I have been for a lot of my 1life, then the
ostensible system of the railway 1is not as obvious as you would think.
When I found myself advising the Canadian Railways, I certainly expected
that all the hardware I Jjust listed would constitute their ostensible
system. But I soon found out that the one thing they didn't have was any
of these things. They had to hire them. Now there is a very great sur-
prise; but anybody who has done managerial cybernetics comes to know that
the system that the management think they are operating is not the system
they are operating at all. Many of them never discover this.

You take health. 'Everybody knows' that a hospital is a place for
curing people. What would you say, systems-ladies and -gentlemen, if you
found a hospital whose whole output was a succession of coffins? I tell
you what the authorities would say about that situation. I am giving you
a caricature to make my point: Here is a hospital and all the people
coming out are dead. Hm? What the establishment says is: 'Well, we have
had a bad day or a bad week, or a bad month. But this is an imperfection
in the system. We shall put it right.' They never ever think of saying:
'My God, we have a machine for killing people!' It is because everyone
knows that 'this is a system for making people well'. When I Jjoined the
world's biggest publishing company, I asked them what business they were
in and they said: 'You fool, we are in printing and publishing.' But if
you look at the assets of the company, as I said to them, they are in the
business of real estate. They owned 92 of the prime sites in London; all
their assets were tied up in buildings. Nothing to do with printing or
publishing.
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This is the kind of thing that you find out if you do research 1in
cybernetics in the management field in communities and institutions. You
discover a lot of difficulty in defining the 1inner «circle of the
ostensible self. And, if that is so, you discover even more difficulty in
defining the radial lines. What of the radial 1lines? Where is the
regulatory model? If your epistemology is such that fundamentally you do
not recognize the system you've got, what is your hope of defining the
regulatory system that will control it? Very little. That has maximum
bearing in the case of the second recursion of the community or the
institution when we come out to the second circle, because that is the
self to which the institution is aspiring. And these days it has a whole
technical apparatus to get it there, called planning. New technology,
planning, Year 2000....all of this, waiting to take us out to the goals we
are setting out to reach. The trouble is, of course, the Conant-Ashby
theorem. If we don't have the model of the system we are now regulating
right, how much 1less do we have the model of the radial lines that are
reaching out to the second circle. It follows that most of our planning
is directed to building a system that could not possibly work if we had
it. I speak from a lot of very tortured experience in this regard.

But I must press on. What about the entelechy in the case of the
community or the institution? Those of you who have studied the field of
planning, I am sure, will know Ackoff, who is one of the doyens of Western
planning, and his theory of idealizations. Now, he says, if you were in a
university and wanted to know the future of the university, the entelechy
of the university, then, by all means, don't start from here and say: 'We
will improve this building, we will add courses, we will push outwards'.
That is part of the aspiration 1level of activity. The entelechy is
concerned with saying: 'Just a minute. This university is a historical
accident. What do we want of a university in the year 2000?' This is the
idealization that you design and then you say: 'Well, that's what we
want. This is what we have got. How do we get there?' Notice that in us-
ing this approach the regulatory system gets to be designed intrinsically
with the institution itself, and is not therefore the necessary victim of
Conant-Ashby. Those are some of the considerations that apply to the
second level of recursion.

Let's take a quick look at the next one, the nation, as I mentioned
it. You should be getting familiar with this method of arguing by now.
The ostensible nation is the historical nation that we have, the accepted
and recognizable national ethos. Now, I have worked in about seventeen
countries, and the first thing everybody tells you is: 'Our country is
quite different from any other country. We are like this - and proud of
it.' Well, I am used to that, because any company will tell you the same
thing. They say: 'Don't come here with a lot of business theories, our
company is unique.' And of course these dear people, they are all wunique.
But it does not alter the fact that there are a lot of invariances, such
as you go out of business if you don't make a profit. In the national
case, if you don't obey the capitalistic rules of the IMF, you don't get
the next loan to pay your interest on the last loan. So at the national
level the first question is: does the Conant-Ashby theorem apply within
the inner circle? Do we have a model of what the nation is included in
the regulatory apparatus?

Can you not by now see how this arguing goes? The law is a product
of history - 1is perpetually out of date - is perpetually incapable of
providing the regulatory model. So legislators spend all their time prop-
ping up the law, passing new amendments to the law. The finance act in
most countries is a great big mess of amendments. We try to disobey basic
cybernetic principles even at the level of ostensible selfhood. When we
get to the second circle in the nation, we find the nation talking about

11



its goals - and it is doing that, of course, all the time, because that's
what national politics is about. This is how presidents and prime
ministers get themselves elected, they say: 'We are going to do this!';
they have no hope of doing what they are saying, you know that, the
ordinary citizen knows that. We cyberneticians, for goodness sake, have
the precise reasons why they cannot do what they are saying. It has 1lit-
tle to do with the cut and thrust of political debate as displayed end-
lessly by the media. It is because they don't have requisite variety;
they don't have the regulatory model to do it, still less the regulatory
machinery.

I mentioned to you the importance of distinguishing between the
autonomic and the volitional parts of a nervous system. You think about
that in the nation. The constant tendency of people interested in power,
which has to do with their own and their party's self-survival as against
the national good, causes them to rob the system of autonomy systematical-
ly and to centralize. We have got this going on in my country, in
Britain, right now in the most preposterous fashion, whereby 1local
autonomy is being lost and the whole nation 1is getting run from the
middle. This is very - 1if you want political words, you start talking
about fascism and things like this - it's very uncomfortable, but if vyou
want to stick with cybernetics, you say: 'This cannot work, because ...!'
But unfortunately none is likely to listen in Britain. I spent nearly all
last year in Mexico, and the invariances were very apparent - for
different reasons, of course, because the national ethos is different. I
made a systems analysis of the current president's political intentions,
and I isolated seven major objectives of his presidency as revealed in his
speeches and his book. Then I made a systemic model of that, and I found
out just what cybernetic principles needed to be applied in order to
achieve these ambitions. They simply do not have those things in place,
and they must fail. I do not care how newspaper people presently conceive
this. It 1is possible to demonstrate cybernetically that the current
ambitions of Mexico will not work - and this is before you get to corrup-
tion.

Now, you know, corruption is a problem in many of our countries, and I
just want to say this about it, that I regard corruption as a systemic
failure. I do not believe that men and women are worse in one country
than another, I mean in a moral sense. In India, any good cabinet minis-
ter will tell you that the Indian people are corrupt as individuals. And
if you ask them 'How?', they will say things like: 'If you filled a train
with grain in Bombay and sent it to Delhi, I guarantee, it would end up
empty at the other end. We are morally corrupt people.' To which my
answer very strongly was: ‘'Don't be ridiculous, this is a system! You
have got lots of starving families beside the railway lines, and they will
take the stuff off the train; that 1is wholly predictable, that is a
system in operation.' And to quote to you now one of the aphorisms that I
always use and hope to make famous: 'The purpose of the system is what it
does.' So don't ever let anybody tell you that the purpose is something
other than what you see. If a hospital 1is producing dead people,
remember, then it is a machine for killing people. And if everybody takes
the grain off a train, then that is because there are starving people. 1In
Mexico, if you have massive corruption, it is because the system dictates
that is what there should be. The reason for that 1in Mexico 1is very
evident, it 1is right before your eyes. There has been a permanent
revolution for seventy years, and a party which actually calls itself the
'institutionalized revolution'. It can remain in power only - and this is
a systems point - by fixing the elections. So you are going to talk about
moral corruption? Especially when the president has a personal campaign
for moral renewal.
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This is how national systems - I am giving you only a sketch - get
themselves into such a mess, because their 'tiny circle' goals conflict
with the actual system of regulation in the model of the regulatory
process, which 1is itself embedded 1in the constitution and in the law.
Constitutional laws are powerful, and you have to change them, not try and
go around them. I could talk at very great length about that, but I must
not. We need here obviously in the 'aspirational' circle a new model of
progress. In developing nations, it is extremely important that those
definitions of progress are made by the nation itself and not by the
people who want to exploit that nation, which is what has been happening.
The paradigm for progress and the regulatory system to go with it has been
prescribed by the very people who want the raw-materials and the markets
of that nation. And they are the very last people who should be allowed
by that nation to make those specifications. At least, that is my sugges-
tion to you. As to the entelechy of the nation, well, I was already com-
ing to that in what I just said: The thing is that the entelechy now does
not stand for idealizations as it does with the institution; it stands
for the 1loose collection of things that we call utopias: better socie-
ties. And they and the final circle, you see, are not defined at all.
You can have a national goal at the aspirational level to build a dam or
change the educational system, but as to the entelechy you don't know.
And so my appeal here to the Third World people is: 'Please, don't import
a whole lot of philosophic rubbish along with the plastic rubbish that you
find yourselves importing from the rich world.' I watch with great despair
the wonderful cultures - to take the two nations I have mentioned - of
India and Mexico, dissipating in the face of the importation of plastic
and computers and refineries and things of this kind.

I turn now very quickly to the planetary 1level of recursion. And
here I will make a very fast mapping indeed of this model - from Teilhard
de Chardin. Do you know him? - many of you do, I'm sure: 'The phenome-
non of man'. His model will map straight onto this model. The ostensible
controlled self of this planet is the geosphere, as he called it; that is
to say, the ball of rock with a molten interior that we call the Earth.
And, of course, that does have a proper regulatory system: the gravity,
the waves, the wind, the way water and air behave - all of that is a very
firm regulatory system. It has its own model, and obeys the Conant-Ashby
theorem. The next level, the second circle, is what Teilhard de Chardin
would call the biosphere, which is the green envelope of 1living matter
that covers the geosphere. And that itself , of course, has the most
wonderful regulatory mechanisms - in homeostasis, and all of those kinds
of things which support that, and have supported it for millions of years
until we came along and perverted it. And I don't have to preach to this
kind of audience about what we are doing to the biosphere through lack of
understanding of the regulatory models. We create the dustbowls, we use
too much DDT; and, above all, we use too much napalm and too many bombs.
We are disrupting the beautiful regulatory mechanism that nature has. May
I remind you of the Gea-hypothesis, which says: 'The world is actually a
big living system'. We are breaking that up through lack .of application
of the knowledge we people actually have. Think of the responsibility, my
friends! And as to the entelechy: Teilhard talked about the noosphere -
from the Greek 'noos' - mind - where he envisaged my final circle, an
entelechy of an expanded consciousness, of perhaps a world-consciousness,
rather like the Jungian universal consciousness, only much more than that
in Teilhard's case because of his very great spiritual overtones.

So now: I have shown you how we can use this model at the individual
level and the communal level and the national 1level and the planetary
level, and how we can perceive invariances. I am not writing the book
about all this in an hour. I am showing you only that this 1is possible,
and the sort of thinking needs to do it. Now, I want to end by making
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good use of this. I see that nobody is leaving me to lunch - so perhaps
you will bear with me for a few morée minutes. Because having set up this
multiple model, ladies and gentlemen, I want to talk to you about the
nature of change - in a very unusual fashion, because I am using my
mandala here as my guide.

I have been a student of Eastern philosophy for close to 40 years. I
am beginning to say out loud now what I have 1long suspected: that the
Eastern philosophies have been based on the notion of system for 5000
years at the very least, and we people are only just discovering it. So
let us be a 1little respectful of that. I want to end with a different
analysis of my four levels, and it begins with the notion of change. Now
in the West, how do we think of change? First of all, our change is
time-dependent. We have a theory of causality which, as a matter of fact,
was blown to shreds by David Hume hundreds of years ago, but nobody seems
to have noticed, for we still have a causal model of change. So what do
we do? We make an analysis of the facts. Think! We make a personal in-
ventory, we say: 'I am like this; I wish to change, I wish to go to the
'tiny circle' goals, and to run the marathon; or I wish to expand my
consciousness'. In a community, we say: 'We must change this, that, and
the other.' You see - how it fits. So we find out the facts, and then we
prescribe our intentions and we say: 'Well, we will make this change;
it's going to cost a lot of money. So we must make a budget.' And then we

find that the other things that are happening in society mean - like
having to have bigger bombs - it turns out that we suspend that budget.
We don't actually make the change at our personal human level either. We

put it off; we are too busy, and the family makes demands on us; so we
don't do it. So, the change is time-dependent. It amasses facts, it
says: 'We are going over a period of time to be different - and it is
going to cost, it's going to cost time and care and attention and probably
a lot of money'. And then we don't do it, as I say.

Now, what is the confrontation there? We say one thing and we do
another. But the purpose of the system is what it does. So all of this
is so much nonsense; most of what we put into our plans, and especially
the good intentions for ourselves and for our society - all of this is
time-dependent. We never have the time. The Eastern approach, on the
other hand, speaks of change quite differently. It is not a time-
dependent phenomenon. Change is a way of realizing yourself. It involves
immediate and total confrontation of reality. An Eastern thinker would
say: 'We don't talk about change, and generating plans, and all of that
stuff because - if we center ourselves properly and confront the truth -
then the truth is thereby different; ipso facto.' Now, we have heard of
Heisenberg. We should know that this makes a lot of sense. The confron-
tation of what is, changes it.

I want to run through my four examples in this 1light. I mentioned
that I see the brain as a hologram. Now, a hologram, you know, does not
obey ordinary spatio-temporal laws. And the very first thing that anybody
who has done work in yoga or any other spiritual discipline - Zen, for
instance - the very first thing that he knows is that he is outside the
spatio-temporal distinction. An experience called 'Satori' in Zen-
Buddhism is essentially that. It is a glimpse of the reality that does
not have these Newtonian bounds on it. Now you will see why I started by
saying that we were confronted with certain things like telepathy for
which there was a mass of evidence, but which did not fit our model of the
universe. So I am saying that at the individual level you are going to
find - 1if you use this model - a completely different account of yourself
and a completely different way of handling yourself. You want to give up
smoking; you want to give up drinking? The Western model of change says:
You get the facts, you know how much you are spending, you know how much
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damage you are doing to yourself. You say: 'I must change this!' You
don't do it. Most people don't do it, because - why? isn't it perfectly
simple if you look at those systems persons - it is because they like it!
It's that easy! So the intellectual part of them, saying: 'Let's give
this up!' is not the real part, which Jjust continues as before. The
Eastern way, for the individual, 1is to confront the toxicity of the
alcohol and the tobacco and just - stop.

If you want the evidence that this thinking is correct, do realize
that Alcoholics Anonymous (using a model essentially from Adler - we are
in Vienna) perceived that if you say: 'I am going to change, I am going
to give up drinking!', you instantly create in yourselves all the
resistance required to overcome that good intention. Something in you is
fighting it and saying: 'The hell with that! I am not going to do it!'
You have a battle, and you lose the battle. Whereas, if you confront the
issue in the Eastern fashion, there isn't a battle at all. There is
realization. That is quite a different experience, and some of you must
have had it. I hope everybody will have had it, but I think, not.

What happens if you apply this Eastern kind of thinking for the
individual to the other levels of recursions and the other fields that I
have been talking about, the other selves: community; nation; planet.
I will give you Jjust one example of each because I really ought to stop
fairly soon. Within the community, take the example of penology. What do
you do with criminals? Now, we are all citizens; all of you must have
some knowledge of what we do. You know, for instance, that the talk about
deterrence is fictitious; there is no scientific evidence that the ways
we treat criminals deter them - unless you actually execute them (that
deters them). So we know that what we do, does not work. We know that it
is appallingly expensive. We know other things about it too. So we keep
on saying: 'We will reform the penological system!' It's going to cost a
lot of money, and then the budget goes down some other drain. Typically
in our society, it goes into the industrial-military complex. So crimi-
nality persists, and penology persists.

Now, I want you to try the experiment of using the Eastern way of
looking at this, which I have been talking about. What would happen, if
as a society we managed - not to talk about budgets and resistence, this
is a way of not getting change - but to say: 'Let us confront the
reality!' What happpens? I don't know anything about Austria. But I have
just come back, I was at the end of last year in California, and I know
about the penal system there. The first thing that happens to a young man
sent to prison in California is that he is raped. And that is quite
general. Because we put people in one-sex prisons, then that 1is a
systemic consequence. But it is also a fact. Now, supposing we use the
Eastern method and, instead of saying: 'We will change this!' and not
changing it, supposing we said: 'Now let us confront our reality!' What
would happen, my friends, if a judge said to a young man: 'You have been
caught stealing 20 Dollars; I sentence you to be raped!' Because that is
the truth if you want to confront the reality. We should have a bit of an
outcry, I suspect. We should have California up in front of the court of
human rights. 1It's a very different perception, isn't it?

I have been trying out this way of Eastern analysis of our social
problems and getting all sorts of shocks like that, and I wanted to share
them with you. Take it at the level of the nation. I was talking about
Mexico just now. What happens if we confront the reality? Big government
contracts: let it be confronted. Now what do we do? We ask for tenders.
Tenders must specify amounts to be spent on materials and machinery and
labor and so on, and how much on bribes. If you did that in Mexico right
now, you would have a third of the money tendering for bribes. What a
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confrontation that would be! And quite a useful one, too. Because it
would indicate that the system does not work without being oiled with this
particular oil. Maybe we would learn a whole lot from that instead of
wailing about the moral consequences. I told you how suspicious I was of
the moral argument. The moral argument can be applied only to the indi-
vidual, ethically. It is not a recursive invariant - at 1least, I don't
think so.

At the international level, by using this approach, we should get new
models of self-regulation. Then we would see - and I believe I can see,
but I find it very difficult to express in Western terms - why it is that
we have got a system which transmits wealth from poor nations to rich
nations, although the rich nations keep passing resolutions saying that
they want to make it the other way round. They want to make it the other
way round, but they do not have the regulatory model to do it. The
regulation is in the hands of the International Monetary Fund, and, in
general, of banks. And their model is going in the other direction. The
last loan that I saw being negotiated while I was with the Mexican
government had a cost attached to it. There is the money for the loan,
right. Then there is the money for rescheduling the debt, right. There
is the money to pay a whole bunch of lawyers, experts, accountants,
economists - you name it - publicity people. The net result of that loan
was - without coming to the question of interest - that the cost of
getting the loan was exactly the cost of the loan. Can you credit this?
I mean, we are collectively responsible for this kind of thing; then we
blame Mexico, having made them do it. If you went to your own bank, I
don't care which nationality you are, and said personally to your bank
manager: 'I cannot pay the interest on the loan you have given me, please
give me a loan to pay the interest', he would throw you out. And yet all
our international affairs are conducted on that basis. Usury is not a
strong enough word for all of this. My dedication to the third world
comes out of knowing it at first hand.

Well, the entelechy for the nation: I have said a little bit about
it already. It has to be self-referential. It is no use taking on some
model from somewhere else. Here is a very small example of that which the
Canadians here may recognize: There was a very interesting project on the
poor Eastern seaboard of Canada, where everybody was sitting on the
doorsteps of their houses saying: 'Look at us! We are in despair,
nothing can be done'. And a film team went around with video-cameras and
filmed everybody and asked them what was the matter. So everybody said:
'Well, look at me; I can't do anything'. They edited this film, and they
showed it to the whole community in the village hall. Can you imagine the
impact? Now, this is the Eastern approach again. It fits my Eastern mod-
el because it involves self-confrontation. If you were sitting in the
hall and the film was running, and every single person in the room was
sitting there saying: 'I can't do anything', you suddenly realize that,
perhaps as a group, you can do something - because you have confronted a
reality. That happened in that pilot project. But, you see, the thinking
is so different - people don't take off and do these things, as they
should.

The example I would like to give you at the planetary level concerns
unemployment. Again, if we really confront things, what do we find?
There are about 12 billion people going to be on this planet at the turn
of the century, about a billion of them unemployed. A billion people!
Now, what I have to say to you is that there is literally no way in which
jobs can be created for those people. It is just no use pretending that
we can do it. Confrontation of reality! We cannot do that! In 1955 we
amplified technology, that is to say, automation, by 20 times with labor.
By 1970, it was 10 times. Microchips say that a third of the present
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labor will be required - even with the need to service equipment - by the
year 2000. Sixty percent of European youth will never have a permanent
job. These are factual extrapolations of the regulatory system we
actually have; not the one we would like to think we have. Well, those
are the sort of facts that lead me to say that we will have insurrection
if we don't get a new perception. We simply can't afford to continue with
the concept of employment, however many models we have based on work
ethics and all that moralistic stuff. We don't need that degree of em-
ployment, and we must stop putting a social stigma on unemployment quick-
ly! Immediate realization! These are the things that we have to work
for.

Summing up, we can see the range of needs. In the individual it is
for the redefinition of 1life-style for himself; in the community it is
for the redefinition of the purpose of the community, in the nation for
the redefinition of progress , and in the planet for the redefinition of
such basic things as employment and the inevitability of war. Let me end
by saying that I hope that we will try to put these choices back in the
models of regulation from which we have taken them out. It is a priority
to get back choice. Now I would like you to know that the great Eastern
teachers whom I have evoked today say that there 1is no choice really;
that a clear spirit has no debate with itself. But I can give you a
scientific explanation even of this dilemma, this apparent conflict
between the teaching. and the facts. You know, we have game theory. 1In a
game of complete information there is no choice. At the entelechy, we
would have complete information. Meantime, we have not got it. We have
complete information in the game of chess, so theoretically we should be
able to say: 'You are white, I resign'. But we can't do the sums. So
here we are, poor people, unable to do the sums and 1looking again for
choice. So my message is: We have to do some of these things - not just
think and research about them. We have to try and put this whole big
stuff together 1in action, somehow. Now I don't know how we are going to
do that, but I do beg you to think about it.

You know, it is not enough just to be a professor. I have all my
life tried to keep half of my activity in the domain of action, and I
recommend that course to you. The great teachers I am evoking again said
a lot about this. They didn't much like professors. Jesus said: 'By
their fruits you shall know them!' The Buddha talked about professors as
'the herdsmen of other men's cows'. Mohammed said that a professor was
'an ass bearing a load of books' (though this is a bit rude). So I want
to leave you with the thought: 'We have to do something!' And I hope that
one of the products of this conference will be some prescription for
action - as well as the collection of theories - in the context of my 'Re-
cursions of Power'.

Thank you very much!
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NOT QUITE HUMAN: SCIENCE AND UTOPIA

Helga Nowotny

1. THE NON-EXISTENT SCIENCE OF UTOPICISTS

While preparing for this contribution I went to see a film: Sans
Soleil by Chris Marker. 1In 100 minutes a dense collage of visual poetry
is presented to the spectator, accompanied by an equally dense essay of
impressions collected in Japan and Africa. Japan has been chosen as one
possible society of the future, representing what the film pictured to be
one extreme in the art of survival of a civilization yet to come. What
fascinated me was the utopian touch that was carefully and yet emphatical-
ly, read out of the present: the music of video-games, for instance, as
the constant, underlying musical theme of a buzzing metropolis; a de-
scription of how these games were programmed and how a new collective lan-
guage of imageries was in the making, coding memories and thus providing
the essence of a future collective unconscious. Interspersed with every-
day scenes, celebrating their banality and uniqueness at the same time,
the film cautiously proceeded to construct an imagqry of a future, in
which humankind continues to evolve, guided by the computer and computa-
tional thinking. The emphasis was put on the collective mind, and not the
individual, in the making, and how this new form of technology-based
consciousness would interact, shape and be shaped by what the film-maker
sought to single out. Japanese society was predisposed, in his view, to
serve as a model for survival, because it knew how to balance high
technology with the mechanism essential for survival - social ritual.
Whether these involved prayers for animals or for the spirit of material
things, ceremonies of purification, of expressing Jjoy or channelling
aggression, mind and - the social - body were pictured as meeting 1in a
gracious, convincing and yet for a Westerner deeply irritating way. The
film made no concession to the Western image of Japan; no allusion to the
race for the fifth generation of intelligent computers or to the hot
economic climate of intense competition appeared, nor any of the themes
that figure prominently in the current Western debate - control of data
banks and fear of more comprehensive surveillance through state or large
corporations; intellectual property rights and the issue of secrecy; the
possible isolating effects of the new technologies when substituting
standarized expert systems, the artificial experts, for conversations with
human experts or with friends. And yet, in its non-intentionality, its
obvious digression from the dichotomous mode in which future developments
are often presented in the West, the film offered a much more convincing
image of what one possible future in the mind- and computer age might look
like, than any other account I have come across.

Societal imageries of possible futures are not a thing of the past,

although the grand visions of entire societies to be built have apparently
given way to a much more fragmented view, either built around minority
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groups in society or split into a myriad of individualized micro-utopias
(for more details, see Mendelsohn and Nowotny, 1984). In running briefly
through the history of utopian thought, I would like to focus on the in-
herent tension between science and utopia, as well as on some of their
commonalities. Next, I will turn to the field of AI and robotics, as an
interesting example of what actual developments in this rapidly evolving
field of research and applications mean for the utopian-dystopian scheme
of projecting future developments. Finally, the question of the tension
between science and utopia will be taken up again and I will ask whether
we are not witnessing the emergence of a new utopia - one that can tell
us, perhaps, more about the present than about the future, but which will
not fail to influence what the future will look like.

The still fermenting field of AI, cybernetics, systems theory and
their application - as also the occasion for this scientific gathering
demonstrates (Trappl, 1984) - has perhaps as no other recent field of
growth of scientific knowledge and engineering, both, such a long history
in utopian and dystopian thought and actual developments that appear to
have the potential of realizing what has been anticipated in a negative
and positive version. It offers an experimental work-shop in utopian-
dystopian thinking, inviting comparisions, for instance, of the old and
recurrent themes that feature robots or other artificial human-like con-
structs or thinking machines with what has already been realized or is in
the making (Fleck, 1984). One could re-analyze predictions that have been
made in the past, sinister warnings as well as blissful prophecies regard-
ing a cornucopeian future, and point to their inaccuracies, their faults
in reasoning and their failure to grasp essential constants - but such an
exercise, unless much more fully developed, would not necessarily guard us
against committing similar errors today.

In fact, it was one of the premature and yet audacious ideas put
forward by Otto Neurath, here in Vienna some 65 years ago, to work towards
the science of wutopistics (Neurath, 1979). What he meant was a kind of
early technology dssessment, with the crucial difference that it was not
an isolated technological system or a singular technological development
that was to be assessed with regard to its likely future consequences for
society. Rather, wutopian systems were to be systematically compared with
each other, in order to detect the flaws in their reasoning or 1in their
methods of extrapolation. They were to be tested in the usual scientific
way, but in a kind of rigorously controlled thought experiment. For Otto
Neurath, the great visionary of a new social and scientific order, who
conceived of himself as a social engineer in the most noble connotation of
this word, any utopistic scheme meant planning for the rational basis of
societal life, according equal importance to our knowledge of its social,
and of its scientific-technological foundations a program unachieved until
this very day.

2. UTOPIAN AND DYSTOPIAN IMAGERIES OF THE PAST

In the absence of the development of such a science of utopistics,
the imaginary constructions of ideal societies, including the place ac-
corded in them to science and/or technology, or of parts thereof, can be
analyzed in a historical mode (Elzinga and Jamison, 1984). The beginnings
of the wutopian imagination in Western Europe, were still modelled after
the religious world-view of the times; it were spiritual and religious
ideas that served as guide-posts for the more mundane programs of how to
construct ideal societies on earth, while it was only with the advent of
modern science and technology that secularization set in here as well
(Manuel and Manuel, 1979). Technology, then as now, seemed to offer an
easy way out of otherwise intricate social problems: it promised the
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fulfillment of material wants for all, beginning with Francis Bacon, and
an end to human misery; aggression and wars would become superfluous and
even the daily disruptions and irritations would be eased away by tech-
nological efficiency (Bacon, 1627).

It was left to the ideologically responsive function of science to
take up the promise of consensus and harmony for a society full of inter-
nal strife and disorder, as was the case with England in the 17th century.
Utopian thought captured the imagination everywhere as an endeavour to
keep disorder at bay. In this function, it inevitably became loaded with
a surplus of order, both in a positive and negative sense, that it was not
able to shed ever since. In an age, in which turmoil and incoherence of
actual social life were palpably felt, utopian writings were idealizations
directed towards organizational and bureaucratic order. They prefigured
either liberal or authoritarian tendencies that led eventually to the rise
of the absolutist and the modern democratic nation-state. But once sci-
ence had made accessible the "marvellous symmetry of the universe", its o-
rienting function was-to transform rationality and celestial harmony into
the guiding vision for the architectural social structure to be imple-
mented in this world: the cosmic perpetuum mobile became the model for a
social utopia which, once set 1into motion, was thought to function
perfectly forever, if and when similar universal laws, applicable to human
behavior were found (Winter, 1984). Utopia definitely ceased to be a
Christian-inspired heavenly Jerusalem and became a state which could be
brought about through action, guided by science, while connecting the idea
of scientific feasibility with universal happiness. The modern emerging
scientific enterprise was quickly turned into a rational as well as a
utopian vehicle, charged to bring about a social world constructed in its
mirror image. What else could pose as the unsurpassed master copy for a
social order to be built than the natural order with its display of
invariance, harmony and eternal laws? o

But neither the permanent technological fix, nor the celestial
harmony inspired by scientific discoveries could in the end bring about
the realization of utopia NOW. The utopian horizon kept moving onwards,
not least because of the progress achieved by science and technology. In
the middle of the 18th century, the classical space utopia, governed by
rational, geometrical constructions in which the interests of the subjects
were held to be congruent with those of the social commonwealth, gave way
to the dynamic time utopia, in which a more open construction prevailed,
reflecting also a change in the conceptualization of time (Luhmann, 1980;
Koselleck, 1979; Nowotny, 1975). The role that science and technology
played in these transformations is not simply one of empirical inductions.
Rather, science and technology created a horizon for the myth of the
history of reason to unfold. The actual progress achieved provided the
empirical substance of verifiable experience, on the basis of which the
projection of the hypothetically possible occurred. Science and technolo-
gy provided the methods, content and ideology to make a certain kind of
future thinkable.

It was a future deeply molded by the belief in progress. It became a
general rule for scientific and technological inventions to lead onto new
inventions which to predict precisely in advance was not possible, but
which gave new space for the utopian imagination as well as providing the
verifiable background for the belief 1in progress. Progress became the
dynamically stabilized difference between experience and expectation - not
yet tarnished by the shadows of its more negative side-effects (Koselleck,
1979).

One of the most salient characteristics of the scientific and tech-
nological optimism which radiates throughout the 19th century is its seem-
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ing smoothness. It expressed itself equally forceful in utopian writings
of the time. It was achieved, not through the miraculous workings of ce-
lestial harmony applied to fragile social constructions, nor through the
ingenious congruence of individual and collective desires and actions, so
characteristic of earlier utopias, but exclusively through the command
that science and technology offered in reshaping social relations. Smooth
functioning precludes, among other things, ordinary discontinuities as
well as major catastrophes - an interesting gap already contained in
Bacon's New Atlantis. 1In it, catastrophes are prevented from occurring in
nature, because they have been subject to human control. Bacon, the
fallen statesman, who knew well from his own life what catastrophes meant,
eliminated them altogether from his vision of the future. Other utopias
followed in the same vein. For the present generation, it is hard to im-
agine how arduous the belief in social happiness was that became the hall-
mark of the social utopias of the 19th century and the role played by
science and technology in this scheme. Smoothness in operation as the
guarantee for happiness, followed by a future built upon industrial work
and, not surprisingly, social order was projected as functioning as easily
as a well-run production plant. The direct line of descent of this notion
can be traced right through to the enthusiasm with which the ideal of
social planning was to be received in the early part of this century.

It was left to the rising dystopian vision, the correcting device for
the excessive zeal of the utopian imagination, which would henceforth and
irreversibly split the social order into those who controlled and those
who were controlled, to bring into the open the underlying tension between
utopia, conceived as an ideal societal construction, and science. As
J.C.Davis has argued at great length, an inherent dilemma remains between
utopian thought and scientific development, as long as science has the
endless capacity for innovation and hence, for altering the conditions of
social life as well. Utopia, in its desire to control and impose an ideal
order, cannot tolerate in the end that which is fortuitous, spontaneous
and which threatens to undermine its carefully constructed laws and ideals
(Davis, 1984). Brought out in a bitterly satirizing or grossly
exaggerating way in many dystopian examples, the social order is depicted
as controlling every innovative, original, spontaneous act or thought
since it threatens to undermine the order already established. Science,
like falling in 1love, 1is accorded in this construct the subversive and
dangerous potential for evading or circumventing established laws of so-
cial thought and conduct, by allowing the unexpected to happen. For this
is the other side of the coin: while utopia and science share strong
tendencies to reduce contingencies to laws and to build upon invariants,
science alone, according to Davis, is an open-ended dynamic process, in
which the unexpected, serendipidous and the accidental can still occur and

are highly valued. The utopian imagination, Davis maintains, cannot
possibly match the multitude of possibilities offered by science. The
kinetic - moving - wutopia 1is therefore a myth. It expects utopia to

predict the course of future scientific innovation which, however, remains
unpredictable in its core. But before proclaiming that utopia will either
stop science or be overthrown by it, I suggest to examine what the rapid
growth of AI and its applications have meant so far for utopian and
dystopian thought and what new and unexpected twists the present argument
might take.

3. AIl: AN 'AUTOMATIC' END TO UTOPIAN THOUGHT?

(Note: this is the title with which James Fleck (1984) nicely cap-
tures the twist of the argument).
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Ideas of artificial human beings or thinking machines have pervaded
legend and literature from the earliest times. But it is only in the last
20 years or so, that technologies such as AI or industrial robots have ap-
peared which seem to have the potential to realize these ideas. When for-
merly magical knowledge was seen as capable to produce artificial, human-
like constructs, they stand today as symbols for scientific and technolo-
gical advances 1in general. Yet, as Fleck shows, some of the underlying
themes that kindle the utopian-dystopian imagination have remained sur-
prisingly constant: the themes of robots as dangerous knowledge, and
robots as projections of Man, of men and women, and of what being human is
essentially all about.

It would lead too far to retrace here in detail the recurrent per-
mutations of a few overriding themes that are to be found in the pertinent
utopian-dystopian literature and above all in science fiction, the newly
specialized branch of its more general literary predecessor. Fears and
hopes seem to be triggered almost syncronically by the same developments,
although dystopias are clearly gaining ground. When surveying the contra-
dictory images that are thus created, one is struck by two observations:
first, by the fact that the dominant themes and images, arguments and ap-
parent refutations, are by no means confined to the literary domain alone,
but are equally strong characteristics of the ongoing critical discussion
on the social impact of the new technologies (Bjorn-Andersen et.al.,
1982). Moreover, the utopian-dystopian line runs through the camp of
practitioners as well as through the camp of their critics (one of the
most prominent and early critics among the ranks of practitioners was
Joseph Weizenbaum). While in the science fiction literature, for example,
it is the survival of the human race, which is at stake, threatened to be
overtaken by the artificial constructs that resemble them to perfection
while topping them in efficiency and achievements, in the political
discussion it is the extent to which machines will replace the human work
force. 1In the literary genre, the difference which seperates true humans
from their imitations has been treated in many permutations, emphasizing
what is thought to be specifically human. It compares well with the
ongoing debate on the possibly dehumanizing effects, once expert systems
will be widely used, which again centers on what is thought to be the
essence of human communications and interaction. Parallel warnings, for
instance, are also raised recurrently with regard to the dangers of cen-
tralized control which technologically sophisticated systems facilitate,
but also touch issues such as the preservation of cultural variety
(Negrotti, 1984).

The other observation pertains to the utopian-dystopian dichotomy, so
characteristic again of both, the literary-fictional and the actual, po-
litical discourse. It seems as though future developments function as an
immense screen for the projection of present social interests and for the
extrapolation of present hopes and fears. Exhortations and warnings op-
pose each other in rhetorics and argumentations, which can easily lead to-
wards an eventually sterile debate. In summarizing attitudes towards
thinking machines on the part of AI practitioners and outside critics,
Fleck distinguishes between a simple utopian ideology of AI; the simple
dystopian view of AI, which consists essentially in asserting its reduc-
tionist nature; and two more differentiated positions: one asserting
that AI may be dehumanizing because it embodies an alien technological
rationality, while the other view proposes that AI offers a way out, 1i.e.
of humanizing technology, because it takes explicit account of human
cognition. While this is a familiar controversy by now, its argumentative
structure is by no means limited to AI alone.

Underlying this dichotomous mode of reasoning is a deeply embedded
tension, which is inherent in the nature of the technology developped in
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Western societies over the past 200 years, in consort with the social val-
ues that support it. As Langdon Winner has pointed out, this technology
has always been most productive, when its ultimate range of results was
neither foreseen, nor controlled (Winner, 1977). It always does more than
intended. While this has been regarded in general as a welcome feature of
technology up to now, since it serves as basis for the next round of ongo-
ing developments, the unintended consequences are increasingly becoming
more visible and questioned. The unstated common assumption until now
was, that the positive consequences would - automatically ?- outweigh the
negative unintended consequences. It is this unstated assumption, which
seems no longer valid. We have to face the fact, finally, that in the
forces that gave rise to the development of science and technology,
unintended consequences were not not intended (Winner, 1977).

Looking back to the early enthusiasm that AI and similar developments
engendered, to "the days when everything seemed possible", and when one of
the brightest dreams was the creation of a program that would mimic all
human problem-solving. abilities, we can clearly see that little thought
was accorded to exploring the full range of second-order consequences.
Even if today's assessments of the actual achievements, as Mitchell
Waldrop puts it, both in the engineering camp, who are trying to get their
programs to do smart things, and in the scientists' camp, who are after a
general theory of intelligence, are much more modest. Waldrop maintains
that the main thing that AI researchers have gained on the theoretical
front is a certain humility, and of how much a computer has to know before
it can do much of anything (Waldrop, 1984) but the vision of the revolu-
tionary potential lingers on, both among the practitioners and among the
general public, irrevocably interwoven with dystopian elements.

4. A NEW UTOPIA IN THE MAKING?

In the film I mentioned in the beginning, one of the dimensions
lending credibility to the potential for survival of the Japanese society
in an age dominated by microelectronics, computer technology and computa-
tional thinking, was the persistence of social rituals. Like all rituals,
they serve to symbolize relationships, including those that connect human
beings with "the spirit of things". It is one of the paradoxic and unan-
ticipated consequences of the development that science and technology have
taken, one of the evolutionary turns in the conceptual apparatus of socie-
ties, that this archaic notion of communicating with things, which modern
science from the 17th century onwards has declared to be devoid of spirit
and to be nothing but dead matter that can be controlled by the human
mind, takes on new meaning and relevance in the complicated relationship
between human beings and intelligent machines. By fusing "mere matter"
with intelligence, by simulating, imitating, and by partly perfectioning
the functioning of human reason, of thought and language operations,
through such mediums as dedicated (!), massively parallel machines or of
intelligent knowledge-based system architecture, an important shift is
taking place. While previous scientific discoveries touched upon and re-
defined the place of humans in the natural order, the present cultural en-
vironment has since long replaced it through its own artifacts. The cru-
cial relation now becomes that of humans to their own creations - to their
material products.

One way of re-defining this relationship consists in the exploration
of the basis of consciousness, including consciousness that resides in and
can be discovered as well as imputed into "mere matter" and artificial
things. AI, in the eyes of many of its practitioners, contains a revolu-
tionary potential which 1is based on the vision of a new epistemological
approach, as yet only dimly understood.
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From a relatively simple set of ideas and concepts, reflecting the
prevailing dichotomous epistemology, work in and around this area is be-
ginning to generate an enriched vocabulary and an artificial interpreta-
tive structure. This extended cognitive space, as it percolates into the
wider ideological structure presently dominated by the dichotomous
epistemology of man vs. machine, mind vs. matter, intuition vs. calcu-
lation, and subjective vs. objective, will ensure that the advent of ro-
bots and AI, no matter how limited or spectacular their capabilities, will
be absorbed without either of the major simple utopian or dystopian out-

comes being realized (Fleck, 1984). This new approach, which can be in-
terpreted as the basis for nothing else but a new utopia, leads to the re-
introduction of mind, albeit on a material basis. "It is believed that

the new approach can accomodate contingency, chance and individual
variability, without any intent to eliminate them. By challenging the
man/machine and subjective/objective dichotomies, what is sought 1is not
the extension of natural law to cover man, but rather, the elimination of
a purely instrumental conception of science and the reintroduction of
mind, albeit on a material basis, into the operation of the material
world" (Fleck, 1984).

In one of her perceptive essays on the impacts of AI, Margret Boden
examines expected progress in AI, both in core research areas that are
likely to make rapid progress within the next decade and in what she calls
the program of long-range AI research (Boden, 1984). In observing impacts
of AI developments she notices foremost that AI will influence other
sciences in their general philosophical approach as well as in their spe-
cific theoretical content. In her opinion, psychology and to a lesser de-
gree biology have already been affected by computational ideas. While the
behaviorists in particular had outlawed reference to mind and mental proc-
esses as unscientific and mystfying, AI, based as it is on the concept of
representation, has rendered these concepts theoretically respectable
again. Moreover, one should add, it has opened up a new and rapidly
expanding field, called the cognitive sciences, and has led to the first,
tentative formulation of what is called the Cognitive Paradigm (de Mey,
1982).

But the new relation to "the spirit of things" or to the mind em-
bedded in matter is not only a visionary program for what is perhaps a new
(utopian?) epistemology in the making. It is also to be found in social
practice, here and now. Sherry Turkle has given a fascinating account of
what she «calls the "subjective computer" - the use of personal computers
and the highly emotionally charged atmosphere in which users are working
out their feelings of power and control, of being safe in a protected
environment (Turkle, 1982). She suggests that the computer serves largely
as a projective screen for other personal concerns. By many people it 1is
experienced as an object betwixt and between, hard to classify and hard to
pin down. She describes in the words of users how the elusiveness of
computational processes, the tension between local simplicity and global
complexity is experienced and contributes to making the computer an object
of projective processes. In view of the computer's internal processes,
individuals project their models of mind and in the descriptions given of
the computer's powers, people express feelings about their own intellect-
ual, social and political power - or their lack of it.

Thus, it is not surprising to encounter again some of the oldest
anthropomorphic imageries, but also a yearning for security, for the pos-
session of a safe corner of reality, amid another outside reality which
offers it only to a small degree. The users described by Turkle are far
from having an instrumental relationship with their computer, nor are they
playful in the narrow sense of the word. Rather, they are very serious in
wanting their computers to have a transparency that other things in their
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life do not have. The social world and the world created by science and
technology seem to complement each other once more: the utopian pendulum
can be observed in motion. And while it is easy to relapse into the uto-
pian-dystopian mode of thought by interpreting the potential of the new
relationships with personal computers as humanistic and hence beneficial,
or by condemning them, by insinuating that, once they are widespread, they
may become the new opiate of the masses, we should instead return to the
embodiment of the new utopian pendulum, observing its swing between sci-
ence and utopia a bit closer.

5. THE UTOPIAN PENDULUM IN MOTION

The mutual attraction and threat which science and utopia pose to
each other in their common desire to subdue the contingent, has been
described by J.C.Davis as the two horns of a dilemma (Davis, 1984): uto-
pia can cope with science only - since science will inevitably change ex-
isting social arrangements and therefore threatens to destabilize them -
when it conceives of a society that allows its members to control the
moral and social consequences of scientific and technological discovery.
This is a familiar dimension in utopian writings from the 18th century on-
wards until the present debates. Within such a utopian construct, the
temptation is great to attribute fixity to science. 1In its extreme, the
accidental aspect 1in scientific discovery would have to be removed, the
spontaneous discovery harnessed in advance. Only then would it no longer
menace the stability of the preconceived perfect social order, only then,
presumably, would it be possible to extract only the beneficial yields of
science and technology, while suppressing the negative ones.

The other side of the dilemma is the following: if science is not to
be completely controlled and thus being reduced ultimately to a static and
closed system, the ideal society has to be conceived as changing in a dy-
namic, evolutionary way. But can the utopian imagination really conceive
of a continuous and endless sequence of legal, institutional and adminis-
trative devices, Davis asks, not only capable of adapting to successive
changes, but also capable of guaranteeing their own transformation?
Davis' answer is a clear no. Utopia will either stop science or be over-
thrown by it.

If it 1is impossible to foresee and to control all future
consequences, intended and not intended ones, positive and negative ones,
that will result from ongoing scientific and technological work, does it
mean that a rampant technology has to be accepted? Put differently, are
we stuck in the endless and sterile debates in the utopian-dystopian mode,
until actual developments overtake the 1limits of the imagination by
producing a much more differentiated pattern? For utopias and dystopias
are always mirror-images of the societies that produce them; they are
collective representations of the hopes and fears that these societies
harbour with regard to a future that does not yet exist. Since utopian
and dystopian thought are temporarily rooted in the present, they also
tell us more about the present than about the actual future. In reading
them as expressing the present oriented towards a future, and by observing
and analyzing actual developments in their deviations from what has been
hoped or feared, we are led eventually to a better understanding of how
the future is actually made today.

For an observer of the contemporary scene, the future, once dreamt
about in a paradisical or nightmarish way, has come to stay. While it is
easy to be overly impressed by the scientific and technological forecasts
that have been realized and have actually provided the islands with plenty
and wishfulfilment, at least for that part of humanity that lives in the
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rich industrialized nations, its dark side has also come to stay with us.
We have seen how the utopian-dystopian tension has moved along with the
continuing debate about the social impact of science and technology's lat-
est achievements, but we have not sufficiently appreciated the interaction
between the social side of this development and the technological one.
The apparent inability to synchronize rates of change, to adapt them to
each other, to humanize technology and to invent new social rituals that
will allow social beings to come to better terms with their own
artificially created products, is the hidden message of the utopian-dysto-
pian accounts. Whenever social problems are pressing, redemption is
sought on the side of science and technology. Whenever their impact is
perceived as potentially de-stabilizing, de-humanizing and threatening the
social fabric, visions of a new society are created and their dystopian
mirror-image signals an impending catastrophe.

Looking backwards, it is rather obvious that neither have science and
technology been stopped by utopia, nor has science victoriously swept
aside all wutopian thinking. Quite on the contrary, utopia and dystopia
have entered science and are here to stay. While it is impossible for the
utopian imagination to anticipate or even keep pace with the actual
developments of research and innovations from the outside, it has come to
orient these developments from the inside. In doing so, - and discussions
on AI and its impact are a good illustration - the utopian-dystopian ten-
sion is partly continued, but has partly been superseded by a new utopia:
how to reconcile matter and mind, how to find the key to a new understand-
ing of the universe in exploring the secrets of consciousness. The incor-
poration of utopia means also that the present becomes more and more
loaded with choices. While science is seemingly producing a multitude of
possible futures for our disposal, there can still be only one present.
The hot fields 1in which present scientific utopias are taking material
shape, show how a possible future is reduced to an instant present. The
radical consequence to be drawn from this merger of science and utopia
today is perhaps to realize that we are contributing ourselves to utopia
and dystopia in the making and are confronted with having to live with
them at the same time.

Ernst Bloch, one of the great writers on utopia and a utopian
himself, wrote of the final stage: "es soll zu guter letzt, wenn keine
Utopie mehr noetig ist, Sein wie Utopie sein" (in the end, when utopia is
no longer necessary, to Be shall be like Utopia). Perhaps science has
brought us closer than we ever imagined we would come, to the obligation
of reconciling actual Being - the social side - with Utopia - the scienti-
fic and technological side.
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DISCUSSION

Nowotny: I think we have foreseen a discussion following this lecture, if

I read the program correctly, and I would be very glad to answer your
questions.

Francois: I am struck more and more with the growing difference between

what indviduals really do and what they think they do. It is espe-
cially visible with politicians in the whole world, but I think also
with scientists. I wonder where society as a whole is going; and I
wonder, if we are able to understand it.

Nowotny: Partly you have received an answer yesterday about the discrep-

From

ancy between thought and action. However, I think this is part of
social life in general but I am not so sure whether there is actually
a discrepancy between thought and action. I think that our struc-
tures are becoming more differentiated and we have a formal structure
which is becoming more and more complex, because it has to deal with
many issues. And then, we have informal local structures which are
springing up and fill the vacuum that has been left and created by
the growth of formal structure. And I think, if you want to close
this discrepancy a little bit by wanting to become more honest and by
facing reality, we have to look at this growing discrepancy between
two kinds of structures, the formal and the informal or the hier-
archical and the more decentralized structures. I think this is what
you observe especially in political life and also in science. There
has been an ongoing discussion that science presents one image of it-
self as being a very formal rational system outside of public
consumption, while internally there is knowledge about the informal
ways in which scientists work; and this is also a discrepancy which
is becoming more and more difficult to reconcile, because scientists
are afraid that, if they were honest to the public about how actually
scientific work proceedes, this would lead to a dramatic decline in
credibility that science has in terms of its public standing.

the floor: You have sketched the influence of artificial intelli-
gence, at 1least in the future. On the other hand, we also see the
opposite tendency. I think that you told us the more you know, the
less you see how 1little you know. To some extent AI shows us how
complex the human mind is and I see also tendencies of discrepancies.
I know that there are people in AI who think that we get more and
more knowledge. On the one hand this is true; on the other hand we
see also the dissimilarity, the difference between machine and man.
There is also a tension building up. It might be that we create an
image of man as in La Mettrie's "L'homme machine."

Nowotny: I think what you describe is very true for the growth of scien-

tific knowledge in general; I mean, the more we get to know, the
more we have thinned out cognitive space and we discover what is ei-
ther transcending it or what we have not covered. But I was nearly
as much concerned with the social impact of this growth of knowledge
and the growth of information. This is also one of the themes that
is very dominant in actual discussions: How can - not scientists who
do nothing but work on the growth of knowledge - but how can ordinary
people cope with this apparent wealth of information and knowledge
which is put at their disposal. The underlying problem is probably
one of how to synchronize in a better way the growth of scientific
knowledge and the growth of social structures that can absorb it.
Now, we have not paid very much attention to this in the past,
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Nowotny: Well, I plead guilty of using "we
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because we were so fascinated by this tremendous progress that sci-
ence and technology brought, and I have touched upon some of the

fascination this has exerted. We are beginning to realize that we
have neglected the social side, including the social capacities of
absorbing this knowledge. I think this is really one of the most

pressing problems that we are facing. So, I am not so much worried
about the continuation of growth of scientific knowledge but how we
absorb it.

the floor: Your talk is about the Western European, the Japanese,
the US perspective. But if you read about the main ingredients of
the original American utopia - the utopia which is the United States
- and that's the core, that's the key ingredient of their utopia, of
freedom and free lives and a sort of primitive justice. You repeat-
edly noticed that most of the world, the larger part of the world is
still without cars. Only one third of the world population can get a
car sixty years after its inventionB;; and it is an everyday good to
most of us who are here now. And if you think of the future of the
technological progress, it might well be that progress is confined to
the Western world, that is Western Europe, Japan, and the USA. The
developing countries and the rest of the world, and also probably
parts of Eastern Europe will be without those utopian ingredients in
the future. So your use of 'we' 1is somehow dangerous because of
these problems. And also in Western Europe it is not the case that
we have only one utopia, the technological utopia, we have also had a
wide variety of social utopias. We have social utopias and
technologial utopias, and especially the social utopias have an
infinite number of ends. We have the widest possible variety of
different conceptions of Justice and we have no idea how to put
together all those ideas of justice to form one global consensus
notion of a just world. And that is my second point. Let me repeat
this: my first point is that it seems to be the case that we have to
suppose that the technological progress will be limited to one part
of the world, that's 'we'. And then we have two. types of utopia, two
different types of utopia. Once we have the technological utopia of
being able to fulfill our needs by using some technical methods. And
then, we have social utopia concerning our ideas of justice, and you
should probably take into account the kind of double nature-utopia
more carefully.

" in a rather ethnocentric
fashion; although in the very last part of my talk I stressed that
what we have achieved is really limited to the rich, industrialized
countries. With regard to your second point, there is, of course, a
tremendous wealth of utopian writings, and the reason why I was asked
to present this talk today was that I have edited a book, which will
come out in the course of this year, on science in utopia. In it you
find a number of contributions which take up some of the points that
you have mentioned and which trace especially, how technology has
been used 1in order to bring about social ideas of order, but where
you can also see the faults in reasoning and how this technology
becomes a kind of imperative that in the end subjugates again the
social - so there is this tremendous richness 1in the relationship
between social order and technological utopias and I have not been
able to treat it in detail that probably is warranted. But I would
like to stress again one point. I think we have to avoid reading
utopias and dystopias too naively. They can be read as historical
documents in order to tell us what people who lived earlier thought,
how they imagined their future to be. But, I think we also have to
see their function; and their function is really to elucidate
something that is deeply problematic in the present. Utopias and



dystopias are really a collective projection of this feeling about
what is problematic. And if you 1look at the present utopian
writings, there are almost no grandiose schemes in them, they have
been abandoned. You have novels like Ecotopia or the science fiction
literature which is a category in itself. What you find are
fragmented utopias only, you have ideas on how certain social groups
would live and create a future that takes care of their own needs.
But the sort of grandiose design that was characteristic still in the
19th century has been shattered. Maybe it will return again when we
have more courage to face these problems; but at the moment, I
think, we do not have the imagination to deal with a global future.

From the floor: We cannot have any monolithic wutopia in those grand
schemes, because people are different and you cannot predict all of
their decisions. We need a framework for utopia, where we can put in
all our utopian ideas - everyone can have his own utopia, and the
framework is where we put in all our utopian ideas; and that can ac-
cumulate a wide variety of different things. So we need a framework
for utopia, not one single monolithic utopia.

Nowotny: In a way you can say that we have returned to a very individu-
alistic utopia, a sort of micro-utopia. This happens, for instance,
with regard to ideas we have about health; the whole sporting, jog-
ging, mind-and-body market is one very individualized expression of
such a micro-utopia.

Ghosal: What is the utopia today? Maybe a reality of tomorrow? Now my
question is, how to depict social changes, and secondly, whether ar-
tificial intelligence can really help in predicting social changes.
I am a little skeptic about that.

Nowotny: I share your skepticism. You know that about 10 years ago fu-
turology in its different variants was a great theme and various in-
stitutes were founded and quantitative methods have been celebrated
in advance that now finally would contain scientific rigor. "We are
going to find out what the future will bring!" - until the oil-
shock. This was a rather drastic break in this euphemistic view of
predicting. And now, when one looks back, one sees that it is always
easy to make predictions when you know that you are on an ex-
trapolation line, and then you know what the future will look like.
But with regard to discontinuities we are in a much more difficult
position; however, as you know, the catastrophe-theory in
mathematics has recently taken up this theme and we may eventually
make some progress. But one lesson that the reading of many utopias
and dystopias offers, 1is that there 1is this desire to subject
everything that 1is accidental to control. 1In dystopias this takes
the form of the repression of the accidental. It is a crime, if any
accidental human action is committed - and falling in love is the
literal device used very often to symbolize this accidental element.
It is a crime that has to be repressed, because only then you can
make successful predictions. I think this is an wunderlying dilemma
that we face. If we do not only have the tools to foresee, but also
the means of power to make happen what we predict, then I think we
are living in a state that few of us would care to live in.

From the floor: What I miss in this discussion on utopia is the lecture
of the minds here. We have a good argument to justify what is a good
development and what is a bad development. If we ask: What is a
better way to manage 'entropy vs. energy'? If I can make the same
thing with a smaller amount of energy and a smaller amount of using
entropy, I am on the right way. And in the biosphere we also see
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that there 1is a great necessity always to have together rules and
chance. Another question about what you have mentioned, that is
really a problem for our education: our children now learn in school
scientific facts we heard not even at the university when we started,
for the number of scientific facts has increased tremendously. But
nearly everything has been eliminated to train our young people, how
scientific researchers think and act. It would be much better to
give our children the chance to develop an old mathematic thought by
themselves than to feed them with a lot of mathematical techniques
and to distress their ability to find out, how to think in the
mathematic field.

Nowotny: Well, with regard to your first point of how to distinguish the

good and the bad, or the positive and the negative features, I am
somewhat skeptical whether there is the right way, especially when
you want to apply it across societies or through different times.
Although there are some "constants" of what is regarded as good and
bad in every society, there is also a great variation. It is also
difficult to discuss what is progress - in any sense that brings us
further ahead, because the category of what is regarded as progress
changes with what we have already achieved. So we have to take into
account how the categories themselves - language and thought that
express them - change with time and place and cultures. With regard
to your second point I agree, I mean there is the tendency towards
black-box-thinking, you are "presented" with something that is
already designed and has the aura of being complete, and you do not
know what goes on inside. So I can only hope that your children and
my children will eventually become curious enough that they will also
want to know what is inside the black box or what makes the black box
tick.

From the floor: What do you think about the change in the relation be-
tween work-time and leisure time during the technological
development?

Nowotny: Again, if I go back in the discussion: 15 years ago there was a
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lot of literature in the social sciences with special regard to lei-
sure time. There was great concern, what people would do with their
spare time, because technology would give us more spare time. This
discussion has almost completely disappeared and the main concern
today is really the issue of work and the place of work in the future
of societies. Now, there is of course a regulatory mechanism under-
lying this problem that we associate with work. For work is not just
a self-satisfying activity, but we use work for a distribution of
income, we use it for a distribution of power and of other things
society has got to distribute. It is this central conception and as-
sociation - work that will become 1less in the future, because
technology is taking over some of the things that now people are
doing - which is the crucial discussion for me. Now, as you know, at
least in Western Europe there are many discussions going on with
regard to jobsharing and various schemes of flexible working time.
You get the feeling that people know what they will do with their
leisure time, that this is not really the problem. The problem is
how to change the central distribution mechanism that hands out the
good things, and especially income that people want, at the same
time.

the floor: From the very beginning of wutopian thinking there has
been the idea of harmony. I remind you of Johannes Kepler and Johann
Wolfgang von Goethe. And this idea of harmony was mostly connected
with "equilibrium"-thinking. In our present world we very rapidly



need transition processes. Can we have harmony also included in rap-
id transition processes or should we wait until we reach another e-
quilibrium?

Nowotny: I am not sure whether I can answer your question. You are very
correct as to the importance of harmony. But this was also at a time
where the harmony of the heavens was discovered, and this made a tre-
mendous impression on people, to see that there were these laws that
could be described - that there was harmony reigning in the universe.
The shock of the state of disharmony and anarchy and political strife
and aggression that existed in actual societies was a tremendous dis-
crepancy. Now I think, we have perhaps reached a higher degree of
ordering our conflicts, and I say this with great caution. After
all, we all know the conflicts that we have not been able to order.
But I think, we have made some progress in carrying out conflicts in
a more orderly way. So this idea of harmony remains an idea. You
suggested that there are transition periods in which conflicts are
inevitable, and I tend to agree on that, because only then do old
structures crumble and fall apart, and something new emerges; and
this does not happen without conflicts. But I think there are also
more rational ways of dealing with conflicts. So we should not
accept conflict as something which is natural and inevitable, but
that we also find ways of controlling conflicts - or at least, to go
in this direction.

Hu: I would like to know what is your opinion of micro-utopia? Please
give me more explanation on that.

Nowotny: What I called "micro-utopia" in this discussion here is an ex-
pression of the tendency towards a kind of hyper-individualism that
you can find in Western societies. "Micro-utopia" means, in the ex-
treme, that each individual wants to realize for himself or herself a
utopia without concern to what others do. I think, therefore it is,
in the end, an antisocial or potentially antisocial activity, while
the earlier utopias always had the collective in mind and wanted to
order the collective. Of course this was also more congruent to the
type of thinking in the 16th and 17th century - where the individual
was subject to the collective way.

Airaksinen: The terrrible mistake of all harmony is, that harmony is not
very desirable in the long run, because it is so boring. We cannot
tolerate harmony in the long run, because it drives us crazy.

Troncale: I am much in agreement with your description of the great
distance between the technological advancement of society and its
sociological responses. We seem to be very good at speeding up our
technological advances, but there has been little matching activity
on the sociological/values level to keep up with those advances. I
submit that not only is the distance between the two large, but the
rate of increase in the distance between the two is accelerating.

Nowotny: It is certainly true that this observation has been made before,
but I am sorry that I also have to disappoint you - and I do not have
the answer. And I don't think that anyone has the answer. We are
only discovering now that it seems to be. much more difficult to make
progress in the social domain as compared to the technological
domain, because we do not have the same extent of control in the
social domain. We cannot experiment, as we are used to in the scien-
tific, technological domain, with human beings, this is not possible.
We cannot impose simply our ideas on others, we have to persuade
them, we have to convince them, changes have to be brought about in
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indirect ways. One common underlying dimension which you also
touched upon, is that of the rate of change. 7T think we would all
agree that change is something that we want, and also that harmony is
a state which is connected with the idea of fixity and statics, and
this would give rise to a revolution very soon. But the rate of
change and the management of the rate of change - temporal management
- when to introduce changes, how to introduce them - can make us much
more aware of the process nature of change rather than see technology
as something which is "given", which comes as an external force; to
start to perceive it as a process which is, of course, a socially
constructed process. We still have a lot of work to do, but the
direction in which I would go is to start thinking about the nature
of the process including the temporal processes that lead to the
introduction of technologies and their management. But it is not a
satisfactory answer, I am sorry.

Troncale: I am surprised that the utopian thinkers do not incorporate

"variability" in their systems. In natural systems, which have ma-
tured for about 13 to 20 billion years, everytime nature has come up
with a new level of organization; she has always come up with a new
mechanism of variation. This mechanism of variation is often
inextricably linked to the mechanism of stability which existed on
the previous level. One good example occurs in biosystems from the
molecular level, to the cellular 1level, to the organ level, etc..
Every single level that emerged from the origins about 4.0 billion
years ago - has always started off with a stabilizing mechanism for
information, and then evolved a unique new mechanism for variation
leading to the next level. Do utopian thinkers provide for this kind
of change?

Nowotny: If I may add another commment to that; it is one of the peren-
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nial and unsolved problems of writing in utopia to design a credible
mechanism for change that keeps evolving. You have the expression of
the "kinetic" utopia that "keeps moving on". But if vyou look at
specific examples you can criticize them very easily. It is also the

difficulty that we have in terms of our own social imagination - of
imagining what these social mechanisms of change, of creating new
mechanisms of variation would 1look 1like; retrospectively we can

identify them, only the time scales are different for biological sys-
tems and social systems. For instance, the emergence of the nation
state was a social invention , but it has taken centuries in order to
get to this stage, and we are still working out some of the problems
that come with the nation state. If you compare the biological
evolution with that of social and political systems, you are, of
course, in completely different time scales. Maybe 5000 vyears from
now, if one looks backwards, you can say: "Well, in this time a new
mechanism for handling change was evolving", and Stafford Beer gave a
nice illustration yesterday of what may be evolving. But we may only
know 5000 years from now.

If there are no other questions, I thank you for the very stimulating
discussion.



THE PHYSICS OF COMPLEXITY

ASHBY MEMORIAL LECTURE

Robert Rosen

I was privileged to have known W.Ross Ashby personally, albeit brief-
ly. We had the opportunity to interact rather intensively over a six-week
period in the mid-1960's, when we both participated in a Summer Colloquium
on Theoretical Biology, sponsored by NASA, which then had an interest in
such things. I have very vivid memories of those days, and of Ashby him-
self, and accordingly I am most honored to be invited to present this
Ashby Memorial Lecture.

What I propose to do is to critically review Ashby's ideas about the
brain, about biology, and about complexity in general, in the light of
some three decades of subsequent experience acquired since the first pub-
lication of Ashby's two great books, Design for a Brain (1952) and Intro-
duction to Cybernetics (1956). It is relatively easy to do this, since
Ashby, like Waddington and many other English theorists, had an enormous
gift for writing lucidly and explicitly about even the most complicated
matters. Thanks to this crystalline style, often lacking in other writers
(including myself, I am afraid), one always knew where Ashby stood, and
exactly what was being assumed at each stage of any discussion.

Ashby's general approach to biological problems was not reduction-
istic, but it was Cartesian and Newtonian. That is to say, Ashby was a
mechanist. 1Indeed, in many ways he represented a kind of culmination of
the mechanistic approach to organisms and their behaviors; it is pre-
cisely for this reason that one can learn so much from him.

His general approach to problems of biological organization was set
down many times, but never more clearly than in his book, Design for a
Brain. The problem which Ashby set himself was set forth at the outset
with his customary clarity:

I hope to show that a system can be both mechanistic in nature and
yet produce behavior that is adaptive. I hope to show that the essential
difference between the brain and any machine yet made is that the brain
makes extensive use of a method hitherto little used in machines. I hope
to show that by the use of this method a machine's behavior may be made as
adaptive as we please, and that the method may be capable of explaining
even the adaptiveness of Man.

To pursue this problem, we must first characterize what we mean by
"mechanistic", and how a mechanistic object or machine is to be studied.
For Ashby, the concept of "machine" is co-extensive with that of "material
system", or with what I myself have called a "natural system". It could
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be an atom or an organism or an ecosystem or an automobile; the only re-
quirement is that it populates the external world of events, rather than
the internal, subjective world of ideas, impressions, and symbols.

Such a "machine" is to be studied objectively through real or ideal-
ized processes of measurement. Such measurement processes lead naturally
to the idea of what Ashby calls a "variable" (i.e. what are now generally
called "observables"). He defines this as follows:

A variable is a measurable quantity which at every instant has a def-
inite numerical value.

But, as Ashby recognizes, every real machine presents us at the out-
set with an infinity of such variables. We cannot directly study such an
infinity; thus to study any machine through its variables and forget a-
bout all the rest, i.e. forget about all of the machine. The result of
our choice, then, is to create an abstract object, consisting of a finite
number of variables associated with a machine; it is such an abstract ob-
ject which Ashby calls a system.

A state of such an abstract system is a set of numbers; namely, the
values which all of the system's variables assume at a particular instant.
The behavior of the original machine (i.e. its temporal sequence of e-
vents) will thus reflect itself as a sequence of state transitions in any
abstract system we create by concentrating on any finite set of its varia-
bles. But, as Ashby points out, we can now identify a special subclass of
systems within the infinitude of ways of selecting a finite set of
variables out of the original infinity which a machine presents to us.
This is the subclass of what Ashby calls state-determined systems; finite
sets of variables for which, at any instant, the state transition is
completely determined by the present state. In fact, he makes the follow-
ing explicit postulate:

Given a (finite) set of variables (i.e. a system), we can always
find a larger (finite) set that (1) includes the given variables, and (2)
is state-determined.

Ashby remarks that "the assumption that such a larger set exists is
implicit in almost all science, but, being fundamental, is seldom men-
tioned explicitly".

Thus, of all the infinity of abstract images of machines (i.e. sys-
tems), we are most interested in the state-determined ones, which Ashby
points out, share with the machine itself the property that "if its inter-
nal state is known, and its surrounding conditions, then its behavior fol-
lows necessarily". And of the state-determined systems, we are most in-
terested in those which are simplest in some sense.

Thus Ashby posits quite a string of abstractions; from machine to
system, to state-determined system, to simplest state-determined system.
He asks, rhetorically, why the study of such abstract things should be of
value for biology, with its enormous complexity and variability. His
answer is central to his entire scientific enterprise, and has two inter-
related facets: (a) such abstract systems can be studied precisely and
exactly, so that in principle they can be completely understood; (b) less
abstract systems, and ultimately the machine 1itself, while not corre-
spornding exactly to the systems we have studied, are nevertheless close to
one or another of them. In Ashby's own words:

(We) must try to be exact in certain selected cases, these cases be-
ing selected because we can be exact. With these exact cases known, we
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can then face the multitudinous cases that do not quite correspond, using
the rule that if we are satisfied there is some continuity in the systems'
properties, then insofar as each 1is near some exact case, so will its
properties be near to those shown by the exact case. (Emphasis added.)

This idea is really the crux of Ashby's mechanistic epistemology, and
we shall return to it a number of times as we proceed.

In concluding this brief review of Ashby's ideas, we must mention ex-
plicitly that Ashby viewed his mechanistic approach as the only valid sci-
entific alternative to teleology. Indeed, he regarded teleology as funda-
mentally antithetical to true science. Thus, he says:

It will be assumed throughout that a machine or an animal behaved in
a certain way at a certain moment because its physical and chemical nature
at that moment allowed it no other action... our purpose is to explain
the origin of behavior which appears to be teleologically directed.

In other words, by showing explicitly how a mechanism can manifest
apparently telic behavior, Ashby wished to show that concepts like "goals"
or "ends" were at best superfluous and at worst mystical and unscientific.

What I propose to do now is to briefly indicate how the mechanism as-
sumed by Ashby represents a direct embodiment of 17th century Newtonian
mechanics. These Newtonian ideas, and the epistemology underlying them,
have permeated all of our ideas about systems and their behaviors ever
since; in fact, they are tacitly assumed to be the only way that systems
can be studied. However, by precisely isolating these epistemological
presuppositions, it is possible to see explicitly that alternatives indeed
exist; to make a case that the Newtonian picture is in fact unduly re-
strictive, and must be extensively modified if we are to progress.

It must be clearly recognized at the outset that the influence of
Newtonian mechanics has radiated in two main directions; a reductionistic
direction and a paradigmatic direction. The former argues that, insofar
as every material system can be regarded as a system of mass points, the
mechanics of Newton (or some extension, like quantum theory) in principle
contain the solution of every scientific problem. All we need to do to
understand any material system 1is to characterize its particles and the
forces acting on them, formulate the necessary equations of motion, and
integrate them. Ashby himself does not embrace its paradigmatic aspect:
that the language in which Newton described his theory of systems of mass
points is the wuniversal language for talking about systems in general,
even if they have not been, or cannot be, reduced to systems of mass
points. Indeed, Ashby's state-determined systems are nothing but a para-
phrase of the Newtonian language, adapted to inherently non-mechanical
situations. The essence of this 1language, as we shall see, is that
systems have states, and that their behaviors are represented by dynamical
laws superimposed on these states. These states are the cognates of
mechanical phases; (more precisely, of impressed forces). In one form or
another, every mode of system description known to me is a technical adap-
tation or modification of this basic presupposition.

The Newtonian ideas were regarded in their time as the supreme embod-
iment of the concept of Natural Law. Thus, we must digress for a moment
to discuss this concept.

The idea of Natural Law has two quite separate facets. On the one
hand, there is implicit in it a belief that the sequence of events mani-
fested in the external world is not utterly capricious or arbitrary or
chaotic, but rather that there exists some relation between them. The
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relation between events in the external world can be summed up in a single
word: causality. Thus, the first facet of a belief in natural law con-
sists of a belief in a causal order relating events we perceive in the ex-
ternal world. We could not do science, and in fact we probably could not
stay sane, without a belief in causal order.

But that is only one facet of our belief in Natural Law. The other
one is that this causal order relating events can be (at least in part)
grasped and articulated by the human mind. This means ultimately that the
causal order relating events can be translated or mirrored by corre-
sponding relations between propositions describing these events. But pro-
positions are mental constructs of a 1linguistic, symbolic character;
relations between propositions cannot be causal. Nevertheless, there does
exist a relation between propositions, playing the same role as causality
does in the external world; that relation is the logical one of implica-
tion. Thus, the other half of our belief in Natural Law is this: that
the causal order relating events in the external world can be imaged by
implications between propositions describing these events. Indeed, I
would argue that the whole task of theoretical science is to bring causal
order into congruence with implicative order within an appropriately con-
structed formal image.

The formal images of causal order belong, in the broadest sense, to
mathematics. I would argue that mathematics is nothing but the study of
implication in formal systems; it is the art of extracting conclusions
(theorems) from premises (hypotheses). When we have properly brought such
a mathematical system 1into congruence with some causal structure in the
external world, the theorems of that system thereby become predictions a-
bout the causal order.

A great deal of theoretical science is concerned with characterizing
the class of mathematical systems which can be images of causal structures
in the external world. One of the achievements of Newtonian mechanics was
to posit a class (or in mathematical language, a category) of such formal
images; a category of dynamical systems. In Ashby's language, this is
essentially the category of "state-determined systems", and as has already
been noted, this has been the arena for all of systems theory ever since.
Many of the deep problems of theoretical science deal precisely with this
category of mathematical images, and the mathematical relations which ex-
ist between them; the problem of reductionism, for instance, involves
nothing else.

Now let us return to the concept of the causal order between events,
which as we have argued is one essential part of our belief in Natural
Law. We may first note that, as a result of the pervasive belief in the
universality of the Newtonian ideas, many perceptive scientists and
philosophers (including Bertrand Russel) have argued that the very notion
of causality is obsolete and pre-scientific, and should be expunged from
science. These writers have noted that the word "cause" does not appear
any more as a technical term in mechanics (or in physics in general), and
that therefore it has no meaning. This position only reflects the com-
plete tacit acceptance of the view that the order between events has al-
ready been completely imaged in a formal category of "state-determined
systems", and henceforth we need not concern ourselves further with the
imaging process itself, nor even, for that matter, with the events them-
selves. And since causality pertains to relations between events, and not
between propositions, it does indeed disappear from explicit view when we
forget about events and only consider their formal images. But this "for-
getting the events" is itself a process of abstraction, and as we shall
see, we do it at our peril.
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The first, and still the most influential, treatment of the concept
of cause as a relation between events was provided two millenia ago by
Aristotle. Aristotle was the only one of the great philosophers who was
primarily a biologist, and this fact colored his thinking in a unique way.
Let us briefly review what he argued. 1In his view, the entire business of
science was to grasp "the why of things"; since the answer to "why" is
"because", he was thus naturally led to consider the notion of cause in
terms of the ways of answering the question "why"? In a nutshell, he
argued that there were four distinct and inequivalent ways of saying "be-
cause", and these led him to posit four corresponding categories of
causation. In modern parlance, these are: (a) material causation, which
roughly has to do with the physical basis of an event ; (b) formal cause,
which concerns what we would now call program; (c) efficient cause, which
we should now call a program-determined operator on material cause; (d)
final cause, which concerns telos or end. For over a millenium,
Aristotele's views dominated what there was of science; science was the
study of causes. This situation persisted until Newton replaced it with a
return to even older views of the pre-Socratic Greek atomists.

These categories of causation, or at least most of them, do have
mathematical images in the Newtonian picture. For instance, if we regard
"the state of a system at time t" as an effect, and its mathematical image
as obtained from integrating the equations of motion, then material cause
translates into initial conditions; formal cause translates into structur-
al or constitutive parameters; efficient cause translates into the inte-
gral operator which generalizes what the engineers call transfer function.
But there is no final cause in this picture. 1Indeed, as Ashby noted, the
concept of final cause would have to involve a notion of the future acting
on the present; of future state or input affecting present change of
state; of anticipation. This 1is resolutely excluded, once we have
decided that the category of dynamical (i.e. "state-determined") systems
constitutes the only acceptable class of mathematical images of the
external world. Since Newton's time, this assumption has been made
automatically, and it is essentially for this reason that telos, and its
associated notion of anticipation, have been routinely excluded from sci-
ence. The Newtonian picture we have adopted simply cannot accommodate
them and survive.

Let us look again at the relation between the Newtonian picture and
the Aristotelian categories of causation. The essential point is that, in
the Newtonian picture, these categories are isolated into independent
mathematical elements of the total dynamics. For instance, if "initial
state" is identified with "material cause", then the concept of state
space segregates the category of material causation from the other catego-
ries, and enables us to manipulate material causation while leaving all
the other categories of causation unaffected. Likewise the formal cause,
which is segregated into a parameter space, and with efficient cause, seg-
regated into either an input-dependent family of integral operators, or in
differential form, into the dynamical laws themselves.

Using these ideas, it can be shown rigorously that the Newtonian lan-
guage, which we have accepted tacitly and uncritically from the outset as
the universal vehicle for system description, is equivalent to asserting
that the categories of causation are entirely isolated from each other;
that we can modify any one of them separately, leaving everything else
fixed. When looked at in this light, perhaps that language does not look
gquite so universal, after all.

Even if this independence of causal categories is accepted, however,

the categories of causation are still inequivalent. This means, in more
precise terms, that e.g. the same effect cannot be produced by a varia-
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tion in 1initial conditions alone (material cause), and by a variation in
constitutive parameters alone (formal cause), and by a variation in
environmental controls (material cause) alone. Or, what 1is the same
thing, that a variation in one category of causation cannot be offset by
corresponding variations in the others. The problem of determining under
what circumstances the categories of causation are equivalent in this
sense translates mathematically into a problem of stability of mappings in
parameterized families, and as is well known, not all such families can be
stable; there will 1in general occur bifurcations. Indeed, bifurcations
must occur whenever we compare an equivalence relation (similarity of
behavior) with a topology (nearness of parameters). But this is precisely
the kind of situation which arises with Ashby's assertion about "continui-
ty of system properties", based on the argument that any system will be
"near" a simple state-determined one. Thus, even if we accept the Newton-
ian language, with its segregation of the categories of causation into in-
dependent mathematical structures, the inequivalence of these categories
raises crucial theoretical questions which have never really been ad-
dressed. And indeed, insofar as to be "simple" is non-generic, we may ex-
pect as a general rule that bifurcations will occur precisely around these
"simple" systems, which we are attempting to use as models for all sys-
tems. In the cases which Ashby cites to justify this whole approach
(ideal gases, frictionless oscillators, etc.) this is exactly what hap-
pens; closed , isolated, conservative systems and the like are inherently
so degenerate and nongeneric that literally anything can happen when we
open them up. \

The infatuation of contemporary physics for this kind of degeneracy
and non-genericity goes quite a long way in explaining the scandalous ab-
sence on any important relation between even the most powerful theories of
physics and the most marginal biological phenomena. Indeed, viewed in
this light, it is most ironic that theoretical physics should fancy itself
as concerned with universal laws, and in quest for these should have dis-
dained biology as dealing merely with an insignificant class of inordi-
nately specialized systems from which no universal principles could possi-
bly be expected. And doubly ironic is the abject acquiescence of many mo-
lecular biologists in this view, seeking to bury themselves and their
field in a specious reflected association with remote and inapplicable
universal laws. In fact, the situation is quite the reverse;
contemporary physics is not the general nor biology the particular.
Indeed, if physics is ever to become in fact what it presently claims to
be, namely the science of material nature in all of its manifestations,
then it must come to terms with the realities of biology, and in doing so
will be forced to transform itself out of all present recognition. Some
slight inkling of what will be involved in this can already be seen
through contemplation of what the concept of the "open system" has done to
thermodynamics; where after nearly half a century there 1is still no
physics capable of dealing with even the most rudimentary biological (or
even physical) situations. But that is another story.

Now let us return to the main line of the argument, and look briefly
at what happens when we abandon the requirement that the categories of
causation must be represented in independent mathematical structures.
This means, in Ashby's terminology, that we give up the idea that each
"variable" of a system can be classified as belonging exclusively to the
category of material cause, or exclusively to the category of formal
cause, or exclusively to the category of efficient cause. 1In other words,
we allow that some, and perhaps all, variables simultaneously participate
in two or more of these causal categories. Then what happens?

What happens, of course, is that we must allow a wider class of math-
ematical images of physical reality than the dynamical systems, or
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"state-determined" systems, to which system theory has hitherto restricted
itself. In this new mathematical world, it generally happens that the
value of a system observable, the value of its rate of change, etc., are
independently determined, instead of all being derivable from a single
rate law as in the Newtonian picture. These mathematical images become
more like webs of informational interactions, no level of which can be
derived from any of the others. 1In particular, there is no "state space"
which can be fixed once and for all. The class of all of these new mathe-
matical images form a category, in which the category of "state-deter-
mined" systems sits as a very small subcategory, just as the rational num-
bers sit as a set of measure zero in the set of all real numbers. Howev-
er, just as 1in that «case, it turns out that the members of the big new
category can be regarded as limits of sequences of dynamical systems.
That is, there 1is a sense in which the behavior of one of these webs can
be approximated, albeit only locally and temporarily, by an appropriate
"state-determined" system. So there is still a notion of approximability,
but it is very different from the one Ashby visualized so long ago. The
fact that the new approximability is only local and temporary explains a
great deal about why we have been able to go as far as we have with the
non-generic Newtonian picture, and why we have never been able to go
further with it. The situation is similar to that faced by the early
cartographers, who were attempting to map a sphere with pieces of planes;
here, the Newtonian language should be thought of as the planes, and the
new images, of layers of independent informational structures, as the
spheres. Locally, the difference between sphere and plane disappears, but
as we attempt to map out larger and larger regions on the sphere, we have
to keep changing our planes. The sphere is in some sense a limit of the
local planar pieces, but these pieces are related by a global condition
(i.e. the topology of the sphere) which cannot be found locally. And the
requirement that we must continually pass to other planes as we attempt to
map more and more remote regions can, depending on how we look at 1it, be
regarded as error (the discrepancy between planar and spherical surface)
or as emergence (of the curvature of the sphere).

I have elsewhere proposed that this new category of presumptive math-
ematical images of physical reality be called a category of complex
systems, while the subcategory of "state-determined" systems be called the
category of simple systems or mechanisms. There are many reasons for
choosing this terminology; among them, it is a corollary of their struc-
ture that a complex system, in the above sense, possesses a multitude of
simple system descriptions, which cannot be combined into a single "master
description" of this type. I had earlier taken this to be the very defi-
nition of complexity.

Viewed in this light, then, physics and all of its manifold sys-
tem-theoretic variants comprise a science of simple systems. And organ-
isms are not simple systems. Thus, I can visualize a science of complex
systems, from which both contemporary physics and biology, in two distinct
ways, emanate.

In closing, let me indicate one corollary of passing to the more gen-
eral framework of what I have called complex systems. Namely, by loosen-
ing the Newtonian shackles, we can introduce a category of final causation
in a perfectly respectable, non-mystical way. In other words, the concept
of anticipation is meaningful in the category of complex systems. This
fact alone, perhaps, is sufficient justification for looking seriously at
this world.

We have thus come a long way from the world of mechanisms which Ashby

studied so long and so thoroughly. I am sure that he would be aghast at
much of what I have said, but I am equally sure that he would take it se-
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And indeed, much of my motivation for probing beyond the 1limits
from my knowledge of Ashby and of his
par-

riously.
of the Newtonian paradigm arises
work; had the problems with which he dealt been solvable within the

adigm he was using, he would have surely solved them.
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KNOWING NATURAL SYSTEMS ENABLES BETTER DESIGN OF MAN-MADE SYSTEMS:

THE LINKAGE PROPOSITION MODEL

Len R. Troncale

1.0 INTRODUCTION

1.1 The Principles of Systems Science as Guidelines for Human Systems
Engineering

How does this article fit into the set of loosely related articles
and the wumbrella title of this book? The Linkage Proposition Template
Model (hereafter LPTM) has some interesting relationships with the future
of words such as Power, Autonomy, and Utopia, as well as to understanding
the inner workings of the complex systems found in nature.

First, the concept of power. Bacon said "knowledge is power". The
history of human civilization supports the statement. From such examples
as the advent of manipulation of symbols, predictions of star movements,
and the building of boats by early civilizations, to the influence of
Aristotle on Alexander the Great and the design of war machines by
Leonardo da Vinci, the world has witnessed "special knowledge" as a tool
for the powerful. At no other time in history has it been so clear as
today: scientific and technological "special knowledge" is used both in
peace and war, both by nations and individuals to amass and sustain power.
Unfortunately, knowledge is not wisdom, and so power from knowledge is u-
tilized in questionable ways. In this and other papers (Troncale, 1978,
1982h, 1984a, Troncale and Voorhees, 1983), I present the case for a new
"spec knowledge" called systems science, and for a specific, and highly
particular case of systems science, the Linkage Proposition Template Model
(LPTM). It is allied to the work of virtually all the authors of this
volume who regularly report their findings at systems meetings. Here I
will argue that the LPTM is potentially a practical tool and a pathway to
power for good or ill. Elsewhere, I argue that systems science studied
appropriately has the potential for joining wisdom with its inherent spe-
cial knowledge, such that the new source of power may be utilized more
wisely (Troncale, 1984b).

Next, the concept of autonomy. The mechanisms included in the LPTM
are prototypical descriptions of the detailed interactions between proc-
esses found in most "mature" systems. In systems science, the "processes"
are called "isomorphies" and the interactions among the isomorphies are
called "linkage propositions." Hypothetically, these specific mechanisms
are the cause of the higher level functions of systems, such as systems
origins, form, maintenance, flows, growth, development, transformations,
couplings, death/decay, field characteristics, evolution, and emergence
(Table 2; all tables can be found at the end of the paper). It is by the
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action of these higher 1level functions that long-term stable systems
appear in nature: where stable here means that they can be observed by
man. Systems can be observed because they do experience origins followed
by a complex series of control functions that lead to their stabilization,
which upon analysis is a description of their autonomy. The many iso-
morphies and linkage propositions of the LPTM can be used, therefore, to
explain the higher level function of systems autonomy. The LPTM is an ap-
proach to understanding autonomy on a general systems level that is an al-
ternative to the approaches explained in the second part of this book.

And finally, utopia. At the present time the explanations and under-
standing derived from systems science are so primitive that at least two
generations of hard work face us before we can begin to claim demonstrable
"special knowledge" at a 1level acceptable to the most critical minds of
other disciplines. In a recent paper (Troncale, 1985a), I cite no less
than 33 obstacles to significant progress in the field. Still, several
small, but dedicated professional societies, composed of workers trained
in virtually every field known to man, are sufficiently convinced of the
potential of this infant area of research that they are willing to expend
valuable time and resources on its behalf. It will take a considerable
leap of imagination, then, for anyone to suggest seriously that systems
science, and the LPTM in particluar, may promise to bring humankind closer
to the historical, perhaps apocryphal dream of utopia. In any case, this
author declines to support any of the visions of utopia from More's to the
present, not only because one man's utopia is another's hell, but because
systems science studies indicate that the overly stable system often envi-
sioned by utopian plans is inevitably doomed to change, or at least would
be challenged to evolution and emergence so compellingly, and by forces
and needs so unforeseeable, that only a very general design could be suf-
ficiently flexible to survive. But wait. 1Isn't that the type of design
that may eventually be expected to emerge from systems science? Consider
the following.

This paper will suggest how the LPTM could be used to guide several
generations of research into the mechanics and holistics of natural sys-
tems functions. These natural systems have had more than 13 billion years
to equilibrate and optimize in an environment which would allow the sur-
vival of only the most optimal behaviors within the contexts of each
other. No human system exists outside of the very same contexts and envi-
ronment that natural systems have adapted to by necessity. So presumably
the detailed study of these surviving, "best-case" interactions that ex-
plain "systemness" will include many usable and valuable guidelines for
humans in their heretofore rather blind engineering of their own systems.

We need such science-based guidelines desperately. While "repro-
ducible" and "cumulative" progress on science and technological assistance
to the human condition has improved markedly over the last 400 years, "re-
producible" and "cumulative" progress on man's operating values and treat-
ment of other human beings has not kept pace, even though attempts have
been made for at least 4000 years. As far as we presently know, man can-
not command laws outside of those currently acting upon nature as so elo-
quently pointed out by Bronowski (Bronowski, 1978) in reaction to a recent
resurgence in interest in forces outside the conventional. Science-based
laws coupled with conventional wisdom are all that's reliably and
reproducibly available. So the kind of "special knowledge" inherent in
the LPTM, and systems science in general, may be viewed (tempered by some
healthy scepticism) as not only a source of knowledge and its subsequent
power, not only as a stunningly detailed glimpse of autonomy-inducing
processes, but also, in the very long run, as a blueprint for a reasonably
limited and modest utopia.
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1.2 The Limits of General Systems Science: The Need for Linkage Proposi-
tions

The above statements mark the hope and the potential. What is the
reality of systems science today?

It is tough betting your life on the emergence of a new field, espe-
cially one faced with as many paradoxical demands as general systems
science. The systems scientist attempts to be universal enough to capture
the holistic nature of systems in an environment totally dominated by re-
ductionists. The isomorphs he seeks to discover and elaborate are univer-
sal by definition. Yet, simultaneously, he must seek particularity if he
is to achieve the fulcrum, the handle on reality, needed to move reality.
Kepler said, "to measure is to know." If the universal knowledge of the
systems scientist is too general to have demonstrable correspondence with
practical reality, and consequently some degree of measurability and re-
producibility, the world judges that he has no "special knowledge" at all.
He must achieve both universality and particularity, analysis and synthe-
sis at the same time, while surrounded by intelligent beings who support
one extreme or the other, and who further insist that the two approaches
are inextricably opposed and that everyone in the "other" camp is a fool.

The historical answer is to create a new technique that transcends
the paradox and convinces the skeptics. Genes were not recognized to ex-
ist in pieces until the discovery of restriction enzymes and rapid nucleic
acid sequencing techniques. The continental drift theory and plate tec-
tonics had to wait for the invention of paleomagneticism before consensus
could be reached. The techniques of bifurcation and catastrophe theory
and cobordism surgery in topological math had to be elaborated to give
substance to models of discontinuous change. Usually the newly-invented
technique overcomes serious obstacles inherent 1in the field of study.
Systems science still awaits the discovery or invention of a tool or tech-
nique that overcomes the obstacle of paradoxical demands for universality
plus particularity. Yet natural systems accomplish simultaneous univer-
sality plus particularity effortlessly. Perhaps the LPTM in modeling na-
tural systems may be a step in the direction of the needed transcendent
tool.

In fact, the Linkage Proposition Template Model is designed to over-
come some of the obstacles facing general systems science (Troncale,
1985a). Systems science has been rightly criticized for:

* Not Using the Full, Minimal Set of Isomorphies.
* Not Adequately Studying Linkages Between Isomorphies.

* Not Adequately Describing the Self-Generating Nature of the Full,
Minimal Set of Isomorphies. (Self-induction or autonomy).

* Not Achieving an Adequate Taxonomy of Isomorphies and Related
Systems Types.

* Not Adequately Relating Isomorphies and Their Interconnections to
Fundamental Systems Functions.

These shortcomings result in a loss of the particularity necessary to
explain how systems come to exist in nature. All of these obstacles must
be overcome before systems science can begin to argue that it possesses
the "special knowledge" we have come to expect of a new field, and before
it could be used to guide the design of human systems. The LPTM is one of
several projects that attempts a direct answer to the challenges presented
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by these obstacles. It does this by identifying many isomorphies and ex-
pressing their even greater number of interactions in detail. Before pre-
senting these "linkages", it will be necessary to explain what is meant by
the term "isomorphy", and to describe the sources of isomorphy.

2.0 ISOMORPHIES: FOCUSING ON THE SPECIAL KNOWLEDGE OF SYSTEMS SCIENCE

The field of systems science is polymorphic, containing the sub-
fields of systems analysis, systems theory, and general systems theory.
These subfields are quite dispersed along the selfsame spectrum of systems
studies, ranging from applied to theoretical research extremes, respec-

tively (Troncale, 1982a). Consequently, the identification of its
"special knowledge" is debatable. Table 1 shows some distinctions among
the sub-fields cited. In fact, most critics of the field (Berlinski,

1976, Boffey, 1967, Majone and Quade, 1984, Hoos, 1983) often ignore these
distinctions and attack the completeness of the methods of systems analy-
sis, or the decades-o0ld starting assumptions of general systems theory, as
Klir points out in a review of Berlinsky (1976, American Scientist).
Table 1 indicates that isomorphies have different roles in each subfield
and so the "special knowledge" of each differs. One cannot fault the
critics, if the field itself ignores these distinctions; an omission
which creates confusion, inappropriate expectations even within the field,
and increases the difficulty of intergration and cumulative progress
across the three sub-fields. So the LPTM attempts to be clear in its
descriptions of what the most fundamental "special knowledge" of systems
science is, what its limits are, and in presenting specific, addressable
criteria on what should be excluded from and included in its corpus of
knowledge. The LPTM papers (Troncale, 1978, 1982b, 1984a, Troncale and
Voorhees, 1983) emphasize that most of the tools of systems analysis, and
most of the explanatory power of systems theory derives from isomorphies
and that these are, therefore, the proper focus of study of general sys-
tems.

Historically, isomorphies have been discovered or elucidated by indi-
viduals working at all levels of inquiry into nature, including many from
the conventional disciplinary specialties:

* mathematicians (Mandelbrot, 1977, Thom, 1975, Wiener, 1948),

* biologists (von Bertalanffy, 1968, Maturana and Varela, 1980,
Rosen, 1970, Waddington, 1977),

* chemists (Eigen and Schuster, 1979),
* astronomers (Whyte, A.Wilson, and D.Wilson, 1969),

* physicists (Enns et.al., 1980, Haken, 1983, Prigogine, 1980,
Zabusky and Kruskal, 1965),

* man-made systems engineers (Iberall, 1972, Klir, 1969, von
Foerster, 1974, Warfield, 1976a),

* sociologists (Miller, 1978, Parsons, 1971),

* management scientists (Ackoff, 1971, Ashby, 1963, Beer, 1972,
Checkland, 1981),

* economists (Boulding, 1978, Simon, 1969),

* political scientists (Churchman, 1968, Deutsch, 1966, Easton, 1965,
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Rapoport, 1968), sometimes even by

* philosophers and ideologues (Bunge, 1959, 1972, Jantsch, 1980,
1981, Koestler and Smythies, 1969).

But the future empirical refinement of these isomorphies and espe-
cially the systems consequences of their interconnection may best occur
within the boundary of a new reconceptualization of general systems sci-
ence.

2.1 Isomorphies Are Real: Part One. (Part Two in Section 5.1.1)

Isomorphy is a term that was used in the fields of mathematics and
physics long before it was adopted in the fifties by the founders of
systems science. 1In the former fields it drew attention to the existence
of similarities 1in equations or parts of formulae used to model or de-
scribe different phenomena. Literally, the two disparate phenomena shared
similar ("iso") form ("morph"). The use of the term in systems science is
less rigorous and more encompassing. Similarities of process, structure,
behavior, and effect, whether expressed mathematically or not, are de-
scribed as isomorphic. The application domain 1is also extended. Iso-
morphs in general systems science are expected to be true across the full
span of knowable, mature systems, although the limited state of current
knowledge accepts provisional isomorphs that to date have been shown true
for only a few systems.

Isomorphs are the fundamental level of information in general systems
science. All else is built up from the level of isomorphy. All else is
philosophy, design of practical tools, epistemology, application, or
description of methodology. Isomorphs are the principle systems concepts,
the "special knowledge" of the field, the theoretical basis.

Although these are declarative statements, the field itself is far
from reaching consensus on the fundamental nature of isomorphies. 1In
fact, the word is used differently by different practitioners. The most
common usage relegates isomorphy to a simple comparison between two real
systems. In this usage, which is similar to its wusage in physics and
mathematics, isomorphs have no reality of their own. They are the result
of conscious mental comparisons carried on in the relatively artificial
world of the human mind. Especially in the less rigorous usage of the
systems field, they are relegated to the status of analogy and metaphor,
hardly a respectable caste.

An emerging conceptualization of the isomorphies used in general sys-
tems science is dramatically unique and grants them a far more distin-
guished status. This newer version of the meaning of isomorphy results
from the following critical questions. How is it that the same proc-
ess/structure appears over and over adain in natural systems, even though
each system is clearly separated in time and space from the others, and
exists on quite independent scalar levels of organization and complexity?
Isn't it too much to ask of coincidence that it be responsible for this
reoccurrence of the same form through 13 billion years of evolution and e-
mergence? Why then should isomorphies recursively appear as each new
level of complexity emerges in the long, concatenated history of systems
origins?

A simple alternative conceptualization of isomorphy exists that would
answer these questions: What if an isomorph was not Jjust a comparison
born of anthropomorphic searching? What if it was so fundamental a part
of nature that it preceded "form" rather than being the abstract expres-
sion of similarity of form artificially derived after analysis of nature?
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What if an isomorph was the most optimal configuration of interactions
possible, the potential minima, the process/structure that required the
least energy and time for stabilization? Thermodynamically, it would then
be the most favored state. Whenever a very large number of parts on a
newly emerged level of organization were experiencing random interactions
during the process of systems origin (autopoiesis or autonomy-formation),
they would inevitably and eventually settle on the same isomorphic inter-
actions as the systems on other levels. Only later, much later, would man
do the comparisons.

Figure 1 depicts this idea diagrammatically. An isomorph-specified
interaction is 1like a potential well. The net of lines indicates the
"field" of all "possible" interactions of the parts relative to a specific
process for a new level of organization. Each "possible" interaction co-
hort is represented by one of the small spheres. The sphere at the bottom
of the well represents the approximate isomorphic interaction cohort.
Wherever, at whatever time and scale, and with whatever of the possible
interaction cohorts a new system begins, it will suffer the same fate of
stabilizing at the isomorphy. In terms of the diagram all the small
spheres will eventually rest in the well. They will "migrate" until they
become the interaction we later discover is common to all natural systems
and so call an "isomorphy".

This suggests that isomorphies possess a far more fundamental, less
anthropomorphic role, than their current usage allows even in systems sci-
ence. Their current status as analogy and metaphor gives them a decidedly
unreal dimension. Only the systems that are compared to find isomorphies
are real in the conventional usage; the comparisons are mental; they are
not as real as the systems. This reminds one of the age-old philosophical
debate, begun with the Greeks, between nominalism and realism. Is the
name (essence) of a thing the most real, or the physical thing itself? 1In
the suggested new use of the term, isomorphies are real. In a sense they
are more fundamentally real than their "manifestations" in so-called real
systems because each new system at each new level of emergent complexity
has to equilibrate through time before it stabilizes at the isomorphy.
But the isomorphic potential exists independent of, and predates the phys-
ical manifestations. Undoubtedly there will be great resistance to this
idea since it reverses our sense of what is real in science, and suggests
a philosophical revolution. However, it is merely a macroscopic example
of results that are appearing on the microscopic level of subatomic parti-
cle physics and which point in a similar direction.

Clearly, all the above is dependent on the rigorous empirical demon-
stration of isomorphies across all the levels of natural systems, a task
which is still in its infancy. However, the number of workers adequate to
accomplishing the task will not be attracted to the field unless the
stakes are as high, and the rewards as significant as suggested here.
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2.2 Distinguishing Isomorphies From Other Systems Jargon

The purpose of the Linkage Proposition Model is the description of
specific interactions among the currently identified systems isomorphies.
This dimension of systems science has for some reason been quite neglected
probably due to the incredible range of disciplines serving as sources for
individual isomorphies (see set of 29 citations by discipline in Section
2.0). If the isomorphies are as real and as fundamental as described a-
bove, then the linkages among the isomorphies would also be an important
area of study. To achieve this important purpose the first step would be
selection of the isomorphies to be connected. This may seem too elemental
a step to even discuss, but in this field it is a critical step. If at
the onset of formulating the LPTM too many vague or non-phenomenological
systems terms are included, then the important and "difficult-to-discern"
isomorphic interactions that give rise to systems functions will be ob-
scured beyond recognition. There will simply be too much "noise" to dis-
tinguish the "signal".

The progress of a science can often be measured by the growth and
increasingly precise use of its terminology. Some say that the entire
purpose of empirical testing is the more accurate definition of terms that
humans use to describe their models of the world. Since general systems
science is Jjust beginning to use empirical approaches, its terminology is
comparatively loose. No widely accepted criteria exist for inclusion or
elimination of any particular term in its papers. At this early stage in
the evolution of the field a multitude of terms abound, and even the same
term is used in different ways. Both the nature of appropriate sources of
the isomorphies, and the <criteria determining what is and what is not a
putative isomorphy are debatable. Worse, a significantly "conscious" de-
bate on these fundamental issues does not yet even exist. Another purpose
of the LPTM is to stimulate such a debate.

Although a definitive glossary of systems terms has not yet been
published, several articles have attempted to 1list or analyze systems
terms. Young described 36 systems concepts in 1964. Ackoff not only de-
scribed 32 major systems concepts in 1971, but additionally cited the need
for a "system of systems concepts" (Ackoff, 1971), which is an early rec-
ognition of the need for attention to linkages between systems concepts.
Heinz von Foerster (von Foerster, 1974) defined 238 systems-related terms,
mostly in the control theory sector of general systems science. The most
weighty, and indiscriminate listing of systems (holistic)-related concepts
is that of the Union of International Associations which defined 421
candidate terms (Union of International Associations, 1976). Recently,
James Miller defined not only a multitude of systems-related terms in his
thousand-page synthesis of information on living systems, but also called
attention to "cross-level hypotheses", another recognition of the need to
specify linkages between isomorphies (Miller, 1978). Rogers and Umpleby
used the occasion of a computerized conference on General Systems Theory
sponsored by the National Science Foundation to request participants to
assemble an annotated glossary of systems terms. This has not been pub-
lished to date. Klir and coworkers assembled a very valuable computerized
bibliography of general systems literature which contains a keyword sort,
as well as a permuted word-in-title sort, both capable of serving as a
preliminary glossary without definitions (Gesyps, Klir, and Rogers, 1977).
Though undefined, the words of this list have the advantage of being tied
directly to their literature references. This work 1is being carried
forward by the International Federation for Systems Research under the
guidance of Trappl and coworkers (Trappl, Horn, and Klir, 1985). Jain
sorted a sampling of systems concepts from the literature into 6 fun-
damental sets using Warfield's technique (Jain, 1981). Robbins and Oliva
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published a series of articles which statistically analyzed a sampling of
the systems literature for systems terms and their usage. This resulted
in a listing of 51 "key" systems concepts together with a clustering of
these concepts by usage (Robbins and Oliva, 1982a, 1982b, 1984). This
historical lineage of studies will certainly prove useful to the field in
the future, however, none of them has been directly utilized 1in the
selection of isomorphies included in the LPTM. The criteria for selection
of terms to be used in the LPTM, as well as its distinct contrasts with
the purposes and results of the above studies have been preliminarily
discussed in earlier papers on the Linkage Model (Troncale, 1978, pages
31-34, 1982b, pages 28-30) to which we add the following.

If the LPTM is to model the real interactions observable in a wide
range of natural systems, the isomorphies and linkages contained therein
must include only those processes and structures having "correspondences"
(Schaffner, 1969), or counterparts in real systems. Interactions can oc-
cur only between actual phenomena in the target systems. They cannot oc-
cur between inventions of the human mind, or symbols designed solely as
aids to human thinking. Thus, all anthropomorphic, methodological, and
taxonomic terms of the field must be rigorously excluded, although their
presence is quite appropriate in the above-cited glossaries or samples of
the working 1literature. Simply stated, a phenomenological model must ex-
clude human-based jargon because it is not real; it does not have inde-
pendent existence. The one important exception is the modern recognition
that man is part of all of his models because he builds them. That in-
sight is built into the model in its linkage propositions concerning auto-
poiesis, self-referencing mechanisms, recursion, and resonances (and their
interactions).

Only the minimal set of isomorphies should be utilized in respect for
Ockhams razor. There must be some attempt to provide proof that the
"full" minimal set 1is used. Isomorphies that have been shown to be true
for only two disciplines, or a limited scale of organizational complexity
should be excluded pending future indications of their transdisciplinar-
ity. Isomorphies included must also have the appropriate 1level of ab-
straction such that their expression admits co-mapping to a broad range of
the unique and different expressions of particular systems. According to
these last two criteria, for example, some of the concepts and cross-level
hypotheses of Miller would not be admissible because they are restricted
to living systems alone (Miller, 1978).

Every isomorphy included in the LPTM should be the name for a
recognizable process in nature. Process, not product, drives the universe
(Troncale and Wilson, 1977). Despite man's penchant for goals, objec-
tives, and purposes, research into all natural systems except for man and
his engineered systems 1indicates that goal/purpose does not exist in
nature. Man continues to project his conscious goal-orientation on nature
in a host of "isms" (creationism, vitalism, teleology, in some ways even
holism), but much more economical models of how things appeared are suffi-
cient. The century of debate and experiment surrounding evolution and a-
nalysis of the biology and ecology of all creatures up to man supports the
thesis that, in nature, "process" is the driving force. The beautifully
efficient and complex organization of social systems has been a fertile
field for those who would explain the order in systems by the short cut of
using purpose. But due to the above considerations and others (Troncale,
1985a), "purpose" as a cause, should be eliminated from general defini-
tions of systems , including social systems, in favor of the more neutral
term "function". Function requires the identification and inclusion of
forces from the context/environment of the system studied, rather than the
blurring of these real forces behind the phantom of purpose (Troncale and
Wilson, 1977).
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Isomorphies used for interconnections in the LPTM should also be
"anasynthetic". This is an invented word which draws attention to the ob-
servation that isomorphies and their 1linkages as used in the LPTM are
analytical and synthetic simultaneously. They break the normally vague
concept of wholes into many highly detailed sub-interactions (analysis/re-
ductionism) while they simplify the potentially infinite number of real
systems in nature down to a single model of limited interactions (synthe-
sis). A related criterion for selection of isomorphies judges whether or
not an isomorphy is useful in simplifying complexity as a measure of the
computational and informational explosion that occurs as one progresses up
the ladder of systems evolution.

Two other criteria used to select terms from the systems field for
inclusion in the LPTM are the qualities of self-definition and robust in-
teraction. Self-definition means that any isomorphy selected should gen-
erate a list of linkage propositions that significantly helps define the
isomorphies already selected. That is, the mechanisms that are elucidated
by the linkage propositions which are required or enabled by the added
isomorphism should partially result in the appearance of the other
isomorphies. The set defines and explains itself. Robust means that any
selected isomorphy should demonstrate numerous and specific couplings or
influences with already established isomorphies. Robust, as in mathemat-
ics, means that much more is produced than was added.

Both of these last criteria are phantoms. To judge a putative iso-
morphy in either case requires a highly conditional assessment, because
the existence of the full set of isomorphies and an elaborate set of
linkage propositions could markedly influence the judgement. The exist-
ence of such a situation greatly infuriates reductionist scientists who
use it to attack the rigor of this field. I'm reminded of Bohr's tactic
of insisting at conferences that when a photon approaches two slits, it
goes through both, until this impossible thought was finally accepted. Is
particle physics, therefore, a non-rigorous science? The above Catch-22
type of paradox is typical of systems studies. I call the necessary tech-
nique that results from these paradoxes, "mutual selection". That which
you are studying effects the context which effects that which you are
studying. The only possible solution is a recycling set of tests and
judgements that results in a gradual, recursive evolution and optimiza-
tion. And this is why I use the term "empirical refinement" rather than
the term of empirical verifiability/falsifiability. As infuriating as it
is to conventional reductionist scientists, and as frustrating as it is to
systems scientists, this feature of systems science is still as real and
necessary as it is in the natural systems which systems science studies;
it needs to become acceptable and accepted feature of science in the 21st
century.

It is hoped that this explicit naming of a dozen criteria for the
all-important step of selecting which systems concepts should be examined
for linkages will lead to a conscious debate of both the criteria and the
selections. Table 2 shows a current listing of about seventy candidate
isomorphies that survive preliminary application of these selection crite-
ria.

Table 3 is a listing and definition of some of the fields surveyed to
obtain the listing of isomorphies. The point is that all of the fields
are appropriate sources of putative isomorphies. Some isomorphies are
more observable on one scale of reality than others (given man as the
observer), while some linkages between isomorphies are more tractable or
measurable in still other fields. Theoretically, the LPTM should be
equally applicable to all fields; they all study systems of one sort or
another. Clearly, the depth of application will be markedly different for
each.
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Surprisingly, the more holistic-type intellectual movements from cy-
bernetic theory to simulation to information theory and operations re-
search are not currently the most fertile shopping places for the discov-
ery of isomorphies. Currently the most productive fields for recognition
of isomorphies are the physical sciences. However, the potentially most
influenced fields are the holistic intellectual movements. The most im-
portant insight achieved from this mapping comes from its use as one axis
for still another study that has, as the other axis, the seventy putative
isomorphies. Many fields have no recognition whatsoever of certain
isomorphies, but may have elaborate expositions of others. For example,
one such study conducted at our Institute as part of a much larger project
indicated that the field of conventional economics did not mention
hierarchical structure in any of its many textbooks (Troncale et al.,
1976). Consequently, it was not until recently that clustering of
operating units appeared in economic models, or world game models. Many
other such "gaps" of recognition of isomorphies, their consequences and
applications appear when disciplines are compared. The matrix of disci-
plines versus recognized isomorphies (if ever completed) would be a
dramatic "periodic table" whose wunfilled interstices would expose the
potential future developments for any field. Young workers, using the
matrix of such comparisons, could significantly contribute to a field by
introducing a formerly ignored isomorphy to the field, and capitalizing on
its many interactions (already suggested or specified in the LPTM) with
phenomena of the field. This application is an offshoot of the overview
work typical of general systems science which has the responsibility of
collecting and comparing knowledge across a span of literature witnessed
by no other discipline.

2.3 Towards A Taxonomy of Isomorphies

It could be argued that general systems science is at about the same
stage as the biological sciences were before Carl von Linne. Many
organisms had been described at that period, but there was only a vague
notion of their interrelationships compared to what later developed. And
most importantly, all the dynamics of the ecosystem were absent. In fact,
the first taxonomies of Linnaeus were constructed of unchanging, immuta-
ble, eternally constant organisms designed for their place in nature by a
purposeful creator. Evolution by natural selection during those times
meant that any organism deviating from the plan was eliminated. Natural
selection actually accounted for the lack of dynamics in the system.

Ironically, it was this same, completely static taxonomy that enabled
later workers to conceptualize a dynamic, change-oriented evolution.
Without the 1initial ordering, without the immense amount of attention to
details of each organisms' environment, without the painstaking studies of
comparative anatomy, and without the improvements in organization of the
information, the forerunners to Darwin would not have possessed the inter-
mediates necessary - the catalogue of gradual changes necessary - to rec-
ognize the possibility of evolution.

Taxonomy preceded dynamics. Taxonomy preceded conceptualization of a
synthesizing theory. And where are we in general systems science? No ad-
equate taxonomies exist at all. The five attempts that I am aware of only
"nibble" at the problem from one perspective or another. Klir and co-
workers have a taxonomy built into their general systems problem solver
(Klir, 1984) and current efforts in Reconstructability Theory (Hai and
Klir, 1984). Oren has attempted a rather detailed taxonomy of the limited
domain of systems models and tools (Oren, 1985). Miller has a partial
taxonomy in his work on living systems although it is very general compar-
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ed to the others and leaves out most natural systems (Miller, 1978).
Bunge has taken great pains to develop a philosophically systems-based
taxonomy in his work (Bunge, 1959, 1972). And to this we may now add the
taxonomic "nibbling" inherent in Table 2. There is a very great need for
integration of these various attempts, accompanied by detailed debates
across the teams aimed at further clarification of performance criteria
and techniques. The absence of a consensus taxonomy is a major obstacle
to further development of the field (Troncale, 1985a). Table 2 is prema-
ture as a taxonomy. But it may illustrate the potential. Isomorphies
could be clustered into taxonomic categories according to their contribu-
tion to realization of fundamental systems behaviors or functions. In
this approach, the isomorphies would be clustered by direction of their
linkage propositions. This 1is a phenomenologically-based taxonomy
traceable to the processes in actual systems, not a human-usage-based
taxonomy as in the studies of Jain (1981) and Robbins and Oliva (1982a,
1982b, 1984).

It is also a taxonomy with significant "dynamic" and "functional"
meaning. The isomorphies listed together in one cluster presumably couple
more tightly than those listed in another. Their mutual influences within
the cluster and between the clusters are specifically stated and, thus,
are more tractable in the LPTM. Although they may play some secondary
role in assisting stabilization of other systems functions, their primary
intra-cluster influence is in conjunction with those of their category in
determining a recognizable and critical systems behavior. This dimension
of specifiable dynamic function allows initial description of the "limits"
of each isomorphy. Describing the limits of what we know may be more im-
portant to the maturation of a science than describing what we think we do
know. Most importantly, the measure of this taxonomy would be its ability
to aid in explanation, understanding, and utilization of fundamental sys-
tems functions as its primary features.

Table 2 is a hierarchical listing as are most taxonomies. It is de-
signated premature as a taxonomy because this aspect of the LPTM has not
been studied directly and extensively. Consequently, the depth of the
version shown is only 3 or 4 levels, hardly an instructive taxonomy (about
seven levels of depth exist but are not shown in this version). Still
several observations are already possible.

First, systems science may not be able to achieve, or even delude
itself into thinking that it may achieve, a single, correct taxonomy. It
is generally assumed that in a hierarchical taxonomy an element has one,
and only one correct placement. This may never be true of systems science
and illustrates some of its differences from reqgular science as well as
its potential contributions to the changing conceptualization of science.
Some of the isomorphies have impacts on several general systems functions
and so could be equally correctly placed in more than one category. In
fact, they must be. For example, the principle of plenitude plays impor-
tant roles in systems form/structure as well as systems growth and devel-
opmental processes. All of the types of cyclical behavior could equally
well be placed under systems flow processes as well as systems transforma-
tion processes. Solitons could be placed under cyclical behavior except
for someones intuition that they are telling us something specific about
field characteristics. 1In fact, it is exactly these types of deep inter-
dependencies that give rise to the linkage proposition model. Even the
higher order systems functions themselves may be rearranged or changed.
Perhaps long-term work with an adequate number of linkage propositions
will allow best case placements, but the fundamental point remains that
this is a chameleon taxonomy itself capable of surprizing transformations.
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Second, the work of mathematicians and programmers indicates that
hierarchical structures and network structures are co-mappable and co-
transformable. If one selects out a node of a network and makes it the
origin point, one can transform the net into a hierarchical tree, and vice
versa. This is especially true of this taxonomy of isomorphies. It is a
hierarchy that with the linkage propositions in the LPTM creates the nets
we are about to examine in the next section. An important related ques-
tion comes from studies in computer science of the somewhat conflicting
optimalities of nets and trees. Each has advantages the other has as dis-
advantages (perhaps isomorphically reminiscent of the complementary advan-
tages and disadvantages of protein and DNA which initiated the biosphere
on planet Earth) (Troncale, 1985b). Is it significant that the core of
general systems structures and processes also has this complementary fea-
ture? Undoubtedly, this is the mechanistic forerunner of systems origins,
hypercycles, autopoiesis, and autonomy.

Third, changes to this initial taxonomy are necessary. For example,
category 1.0 should be eliminated and its rather weak candidate
isomorphies allocated to the various other categories. This cluster has
previously served as a catch-all category and does not map very well with
the others in that it is the most anthropomorphic-based and non-phenomeno-
logical function listed. Ironically, it contains some of the concepts
most often used as the beginning of other taxonomies.

Fourth, rearranging the sequence of categories shown in Table 2 sug-
gests the possibility of specifying, for the first time, a primitive life
cycle for systems in general. Historically it can be shown that man comes
to recognize the life cycle of any real system in a discrete series of
steps. First he begins with a very slow growth in recognition of the phe-
nomena, followed by a gradual accumulation of typical examples of the phe-
nomena, then follows a static categorization of the types and intensive
research into each of them. Only then, and only slowly, do dynamic inter-
changes become recognizable and these finally result in a rearrangement of
the types into one flow that culminates in recognition of a "life cycle".
This has been the order of discovery for recognizing the life cycles of
organisms, the life cycles of cells, the life cycles of stars, and now
possibly even of galaxies. Social scientists are studying possible life
cycle stages of the individual psyche, families, corporations, and given
Toynbee, even of civilizations. Systems science is just now beginning the
stage of static categorization of types. With the mechanistic elabora-
tions provided by the accompanying linkage propositions, the sequence of
life cycle stages suggested by Table 2 achieves a new level of specifica-
tion and utility. Figure 2 shows the putative stages in the generalized
system's life cycle which would be: constraint fields and potential
fields of system field characteristics, systems origin, appearance of
form, stabilization and maintenance of form, superelaboration of linkages,
reorganization of linkages into internal and external flow processes, es-
tablishment of growth and development patterns, projection of meta-level
systems field characteristics, and finally, systems decay processes.
Figure 2 shows not only these stages but two other elements of the gener-
alized systems 1life cycle. Just as in the case of stellar life cycles
(wherein main sequence stars may experience three alternative end states
depending on initial conditions and field characteristics, these being
supernovae, neutron stars that become dead bits of matter, or black holes)
so also systems may end in decay, evolution to altered systems that
survive in different form, or emergence onto an entirely new plane of
organizational complexity, there to begin the cycle anew.

At this point it would be fascinating to explain how one might trace

in detail the mechanics by which the isomorphies in any one taxon result
in their designated systems function. This could be attempted using the
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linkage propositions, and the literature results from the various disci-
plines listed in Table 3. However, any single such case study would
require an entire chapter of a book and is beyond the scope of this arti-
cle, though such a book is in progress (Troncale, 1981b).

3.0 THE LINKAGE PROPOSITION TEMPLATE MODEL

The difficulties in establishing a single, supportable taxonomy for
the isomorphies leads us directly to the importance of the mutual and mul-
tiple influences each isomorphy has on the others. It is exactly this di-
mension which has not been explored by general systems theorists to date,
but which has the potential of becoming the highly detailed and useful
"special knowledge" expected of established fields. The problem has been
one of technique. How could one make the many interconnections between
isomorphies practical and concrete? How could one render them capable of
manipulation? How could one keep track of them and their "network causa-
tion?" How could one make them specific and discrete enough to allow
tracing of their influences in a way that would free holistic studies from
their brand of being "flaky" and vague, yet still keep them truly integra-
tive? Endless prose narratives describing the same small set of iso-
morphies and only occasionally their interconnections have been neither
adequate nor tractable.

3.1 What Is A Linkage Proposition?

Recently, the concept of "Linkage Proposition" was introduced
(Troncale, 1978). A Linkage Proposition is a semantic statement of a sin-
gle, specific interconnection or mutual influence between two or more
isomorphies. The criteria for a Linkage Proposition are simple. It is a
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highly abstract, initially qualitative statement on a theoretical level
which tentatively holds for all known observational entities in real sys-
tems that correspond to the theoretical construct. Stress on the singu-
larity of the Linkage Proposition (hereafter LP) insures later tractabili-
ty and testability. However, it is also important to stress that the
logical statements typical of LPs are not necessarily causal, and are
certainly not linear, nor directional as is assumed to be the case for
statements in normal science. The names of isomorphies must be included
in the statement (usually signified by wunderlining) and each isomorphy
must be separated from the other by a discrete phrase which specifies the
interconnection or influence.

The LPs are termed "Linkage" Propositions because they tie many
isomorphies together, because they mutually generate each other (are
self-organizing), and because the entire set serves to define itself
(self-defining and self-limiting). The result of all of these linkages is
a complex network graph of systemness as seen in Figure 4, where the nodes
or small spheres are isomorphies, the large spheres are major systems
functions (not usually isomorphies, but rather their concerted result),
and the various categories of lines represent Linkage Propositions. The
result is an initial version of the much-needed "system" of systems
concepts.

The LPs's are called "Propositions" because in many cases they are
unproven hypotheses on the order of mathematical conjectures, or intuitive
relations derived from the literature of the natural or systems sciences.
LPs are considered unproven even when supported by the experimental evi-
dence of a conventional hard science discipline because the evidence is
available from only one discipline. Due to their usage in a general sys-
tems model, the interconnection described in a Linkage Proposition must be
transdisciplinary, which is to say experimental evidence must be available
in a series of disciplines before an LP may be considered "empirically re-
finable". They are also propositions because they could not even be
tested by the normal experimental method. This requires isolation of a
linear cause and effect set from all other influences, which is clearly
not possible in a case of network, non-linear causality where numerous and
mutual influences are the rule, not the exception.

Table 4 lists some example Linkage Propositions. As explained in a
previous paper (Troncale, 1978, 1982b), the large number of LPs currently
under study (n = about 200) are composed of the following types. Some are
already well known in, and supported by the systems literature. Their
value in the LPTM is adding to the complete set. Others are completely
new to the systems literature, or any other literature. Some can be
arranged in sequential order adding greater levels of explanation to a
systems concept. This can be called "tracing" along an "influence vector"
through the full set or from one particular isomorphy to another. Some
describe conditions that must be realized either (i) for an appropriate
and rigorous formulation of another isomorphy, and its stabilization in
nature, or (ii) as a condition for the manifestation of a systems func-
tion. Some LPs are useful for recognizing close correspondence or identi-
ty between two isomorphies or "discinyms" (Troncale, 1976, 1985) used by
relatively isolated, non-communicating groups in the conventional disci-
plines. Some LPs link more than two isomorphies providing for multi-con-
cept "traces", or cohort actions and influences. Some LPs are derived
from a result well known in a particular scientific field generalized to a
level that makes the result applicable in other fields in which the
relation is currently completely unsuspected. In any case, the examples
of Table 4 are included in here only as an indication of the nature and
potential of the LPTM. None of them have been refined or subjected to the
scrutiny of many clever competing minds as they must be in the future if
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the LPTM is to evolve into a usable tool.

A final note about LPs. They are fully as "isomorphic", by defini-
tion, as the isomorphies they link. Consider Figure 3 as an extension of
the idea presented in Figure 1. Again the network of lines indicates the
potential field of all possible interaction configurations available
between two isomorphies. The two large spheres in the wells are
isomorphies as explained in Figure 1. The bar within its own well repre-
sents an LP-specified interaction between the isomorphies. As in Figure
1, any 1initial condition of a new system with a multitude of parts will
begin spontaneously producing interactions among its parts (represented by
the small connected spheres on the field 1lines) and these interactions
will seek optimal configurations. In terms of the diagram this means they
will eventually slip into the thermodynamic well occupied by the bar which
is the graphic representation of one of the Linkage Propositions between
the two specified isomorphies. This scenario applies of course only to
symbolic representations of LPs that have been refined by decades of re-
search.

3.2 Association Classes of Linkages Propositions

The total number and limits of LPs is as unknowable at this early
stage of study as the total number and limits of isomorphies. At present
about 70 isomorphies and nearly 200 Linkage Propositions are under exami-
nation. This level of detail should be welcomed by a field often attacked
for lack of substantive results. Oddly enough, it is the LPTM that has
been attacked from within the systems movement by some who consider its
formidable detail as anti-holistic, anti-synthetic, and creating complex-
ity where it does not exist. Apparently, some workers associate holism
with something as all encompassing and simple as a "mandala" or "om-word".
Clearly, the numbers of elements of the model cited above indicate that
the mature model will be even more detailed and thus more complicated.
Yet as complex as it is, it is still immensely more simple than the legion
of parts and interactions of real systems from the microscopic to the
macroscopic scales of the universe - all of which are covered by aspects
of the one model. 1In this lies its integrative, synthetic, holistic, and
simplifying power. It is simply not true that holism must be vague, or
else be accused of being reductionist.

Part of the complexity results from the immature stage of development
of the model. For example, the first 140 LPs were examined for similarity
of phrases used to describe the linkages and about 15 phrases were found
to be used over and over again to link different isomorphies (Troncale,
1978, 1982b). These could be further grouped into Jjust four "major
"association classes" of Linkage Proposition (Troncale, 1982b). As the
model matures, these simplifying techniques will also mature rendering the
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LPTM more manageable and utilitarian. It should be noted, however, that
the discovery, significance, and utility of these association classes and
key phrases (especially those presumably new to science) could not have
occurred without first going through the more detailed stages of formu-
lating, testing, examining and clustering the initial Linkage Proposi-
tions. Further, the recognition of these classes are critical to the de-
velopment of relational data bases of the LPs, mathematical formalization
of the LP set, and its use in expert systems (see Section 5.0).

4.0 PROJECTED USES AND PROJECTED CRITICISMS OF THE LINKAGE PROPOSITION
MODEL

The time, energy, and manpower required to develop this model demands
an early assessment of whether or not its use justifies its costs. Such
an assessment should also try to describe anticipated criticisms for the
same purpose. If the criticisms seem insurmountable, the effort may be
unjustifiable. Equally important, early criticisms can often be used to
improve a research program, during its development when some of the most
direct and quick responses are possible.

4.1 Uses of the LPTM

Section Five cites five detailed case studies of anticipated uses for
the Linkage Proposition Template Model (LPTM). They are not included
here, and for that reason this begins at the sixth use. All projected
uses assume the existence of a mature LPTM.

(6) Definition of Isomorphies - the LPTM would enrich the definition,
meaning, and understanding of each isomorphy included in it. The dozens
of LPs designating the particular mechanisms by which a given isomorphy
effects others, or how it is effected by others, provides a richer under-
standing of the function of that isomorphy in the total set. The role of
a given isomorphy in producing a major systems function/behavior or part
of the general systems lifecycle are also explained in greater detail by
the LPs. The set of LPs coursing to and from a given isomorphy also
"actualize" formerly vague concepts. Let me exemplify this using the
concept of "entitation". Gerard, a neuroscientist and founder of the
Society for General Systems Research, used the word "entitation" to
describe the expanded definition of an entity that included all of its
phase shifts, developmental changes in time, and all of its connections
with other entities during its lifecycle. He was fond of criticizing re-
ductionists (though a practicing reductionist himself) for their assump-
tion that they could empirically capture an entity with physical measure-
ments only and at one given moment of time. Clearly, all of the LPs
attached to a given isomorphy (see Figure 5) are a detailed manifestation
of the entitation of that isomorphy, and therefore a more complete defini-
tion in Gerard's terms.

(7) Origins of Isomorphies - If isomorphies are as fundamental as
posited in this paper, where do they come from? In terms of the natural
sciences they are the equivalent of the philosophical "uncaused" causes,
or the emptiness before the form (Wilber, 1982, Chung-Yuan, 1969, Capra,
1975, Merton, 1965). According to the self-organizing, self-defining
feature of the LPTM, the isomorphies only appear uncaused because of our
inability to trace or specify a linear, time-dependent, stage by stage,
cause-and-effect sequence which 1leads to them. Rather the entire set
moves "gradually through a great age, trying all manner of combinations,
until those come together that stay together" (in the prophetic words of
the Roman philosopher Lucretius in De Rerum Novarum). This is not an un-
common occurrence because we find it even in the phenomena in conventional
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science, much less systems science. Witness the new results on the commu-
nity of quarks assembling primitive matter or the new results on the
initiation of genetic processes from primitive RNA and protein polymers in
protobionts, or the induction of hypercycles at the origins of biochemical
pathways. We should expect this self-organizing feature to be true of the
general model if it is so common in the physical manifestations of the
general model we see in our disciplines. And the existence of the LP set
specifies the network of mutual influences that accomplishes this stabili-
zation of complexity, although it expresses them on the abstract, trans-
disciplinary level.

(8) Dynamic Process-Orientation - Man is enamored of stability to
such an extent that he subconsciously worships static states. He is cau-
tious of change whether it be in ideas, conditions, or behavior. As a re-
sult, the history of science, and of civilization as well, is often meas-
ured by painful progress toward reluctant recognition of the predominance
of the very dynamic process-orientation of nature (Troncale and Wilson,
1977). Static taxonomies of organisms become evolving ones, astronomical
entities fixed in the sky become perilously loose; we leave our families,
loved ones leave us. In the same manner systems science, even though
based from the start on dynamics, has erred in too little emphasis on or
too vague a specification of the full extent of the mechanics of systems
interactions. The swarm of connections shown in Figure 4 coursing to and
from each isomorphy should be another step in the direction of establish-
ing the rightful place of dynamic process, not fixed purpose or product,
as the hallmark of all natural systems.

(9) Enhance Search for Isomorphies - The existence of a set of
isomorphies that define each other could reveal the absence of potential
isomorphies, gaps in or inadequacies of a required self-definition; a
sub-set of isomorphies poorly connected by LPs to the full set; or ina-
bility to explain a critical systems function through its isomorphies
would signal possible ignorance of a potential isomorphy. The existence
of the many specified LPs could be used as an aide in predicting, or visu-
alizing absent isomorphies in a manner at least qualitatively similar to
the prediction of elements or sub-atomic particles.

(10) Empirical Refinement - The detailed mechanics and influences em-
bodied in the LPs should improve chances for design of concatenated tests
across a range of disciplines, each in the manner acceptable on its scale
of reality, leading to better resolution and refinement of both iso-
morphies and LPs. Notice that there is no ambition here for verification
or falsification (Popper, 1959). The existence of mutual influences and
self-organization, as well as the participation of the observer in the
system precludes such ambition. Nevertheless, much can be accomplished
toward improving the utility of the LPTM by attempts at empirical refine-
ment.

(11) Generalized Predictions - The above mentioned constraints on
empirical testing nullify use of the models of general systems science for
the types of predictions, and calculation of limits on predictions typical
of the physical sciences. Still, tracing of multiple influences can lead
to an understanding of classes of consequences. The existence of detailed
mechanics can lead to a heightened awareness of key measures or signals to
watch for, or the extent of resilience to disturbance typical of certain
classes of systems. Very general features of descendent systems or emer-
gent systems could be predicted given increased understanding of the rela-
tive impacts of isomorphies and LPs.
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(12) Research Management Tool - The detail of the LPTM could help in-
vestigators in the field of systems science determine on what aspects of
the field they are focusing, for example on which isomorphies, or LPs, or
combinations. It could help them identify who are significant colleagues
and collaborators in those areas. It could be a very significant
organizer of not only the systems literature, but also pertinent results
from the literature of the conventional disciplines. If widely shared, it
could be the framework of a group paradigm guarding against duplication of
effort or loss of results in the mass of results.

(13) Detection of Areas of Neglect - Once a sufficiently detailed im-
age or morphology of a class of objects is known, it can be used to detect
missing knowledge. The deficient areas can be the subject of increased
interest and investment of time by new workers seeking service, or a repu-
tation, or they could be the target of increased funding. For example,
poorly known stages of the generalized systems life-cycle (Figure 2) could
be targeted for increased efforts [see the fascinating uses of General
Morphology in this respect for examples from the physical sciences.
(zwicky, 1969, Zwicky and Wilson, 1967)].

(14) Checklist Evaluation of Other Models and Simulations - Many
disciplines now have a small cadre of workers who are constructing systems
analytical simulations or systems theoretical models of phenomena in their
domain (see Table 3). Biology, for example, has a significant literature
on systems analytical simulations or models of virtually every level of
bioorganization from molecules to cancer cells, to development of
organisms, to lake ecosystems. In addition, its established professional
societies (such as the Ecological Society of America) have spun-off new
societies devoted entirely to simulation, e.g. I.S.E.M., the Internation-
al Society for Ecological Modelling. Systems analysis 1is big business
even in fields other than computer and information sciences. But many of
the models constructed are biased by the reductionist environment in which
they arise. Most are designed "bottom-up"; their model components are
included as they are encountered in reductionist experimentation. This
normally results in important and necessary sectors of a model being left
out since they simply have not yet been elucidated by the limited scope
and steady grind of reductionist approaches. The LPTM will provide for a
modest "top-down" approach to serve as a necessary counterbalance
(Troncale, 1985a). With its many isomorphies and LPs it could serve
anyone doing systems analysis by providing a holistically more comprehen-
sive and complete checklist to compare against. Phenomenologically-based
models in the disciplines should have counterparts for most of the ele-
ments in the presumably more complete general model of the LPTM, otherwise
they are incomplete. Undoubtedly, this feature will irritate real systems
modelers who often delude themselves into thinking that their discipline
knows all there 1is to know about their system already. This indicates
that the LPTM may be even more important to decision-makers who must
evaluate these incomplete, disciplinary-based models for use in the real
world.

(15) Efficient Education of Students - With some of the computer as-
sists suggested in the next section, the LPTM would be a very utilitarian
teaching tool for any of a number of systems science, and general systems
science programs, or for systems analytical portions of many discipline-
based curricula. Even in written form (Troncale, 1981b), it would be use-
ful as a text for such curricula. The advantage of the computerized ver-
sion is its adaptability for self-instruction and student research. No
competitor offers as many isomorphies with as many interconnections
between them. A possible disadvantage might be its level of complexity,
although parts of the model were originally utilized for the design of a
teacher education program in applying systems concepts to environmental

61



education, K through 8th grade (Troncale et.al., 1976).

(16) Built-in Rules for Deabstraction - A little-recognized obstacle
to progress in general systems science is the absence of a technique for
moving in the opposite direction from that used in devising the models.
Most do not include unambiguous "rules for deabstraction" or "scale trans-
lation protocols" (Troncale, 1985a). Yet these are a critical necessity.
It is very difficult to apply rules that had to be formulated at such a
very general level of abstraction that they achieved sufficient transdis-
ciplinarity. The many LPs between isomorphies will have 1little descrip-
tive, diagnostic, or prescriptive power if the counterparts of the iso-
morphies cannot be recognized in the application domains. The coupling of
the LPTM research projects to another project series at our Institute
involved in collecting and organizing data bases from the conventional
disciplines (Troncale, 1981a, 1982c), might help make the LPTM more amen-
able to deabstraction. Much more than this, however, will be necessary.

(17) Toolbox and Toolmaker - As recognition of isomorphies continues
to grow, the argument that virtually all current systems analytical tools
gain their power from their incorporation or capitalization on one or a
few isomorphies may also grow in acceptance (Troncale, 1985a). At this
point, general systems science will be seen as the toolbox for systems an-
alysts (but only if the field progresses rapidly beyond its present
state). The many isomorphies and LPs of the LPTM at that time would be a
useful tool for further toolmaking and refining.

The existence of the above 17 different uses of the mature LPTM im-
plies that time, manpower, and moneys expended in its development might
not be wasted.

4.2 Disadvantages and Criticisms of the LPTM

The shorter length of this list is not to be regarded as proof of the
value of the LPTM. Future criticism will surely lengthen the 1list. The
model will be improved only if as much energy is expended in trying to
find out what is wrong with it, as is put into developing it.

(1) LPs Are Unproven. The most damaging criticism is the hypotheti-
cal state of the Linkage Propositions. Even if an LP has been proven true
in one discipline, or several, it must be regarded as unproven for the
remainder until we have some way to provide evidence for true transdisci-
plinarity. Further, this proof can never be absolute, or of as high a
certainty as we have come to expect from some sciences. Can such unproven
models be useful? I believe the answer is yes, if it is wused cautiously
as a checklist, or as a design tool, or to stimulate creative ideas, or to
educate novices, or to diagnose various systems problems. Actually at
present all models, even those in the most empirical sciences, are unprov-
en and have only "relative" uses albeit still powerful and productive
ones. The danger may be that the detail inherent in the model might 1lull
those in need or those unaware of the limitations of models into a pre-
scriptive use beyond its capability.

(2) The LPTM is Too Complex for Humans To Use. Section Five, in its
entirety, is addressed at solving this problem.

(3) Short-Term Human Systems Are Immature. The LPTM is a model of
mature natural systems, systems that required many millions of years to e-
quilibrate, systems that possess the full set of isomorphies, systems that
would disappear unless their mechanisms of transformation, evolution, and
emergence were not inherent. Human-based systems are simply not this
long-term in their duration or their intent. They do not possess these
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features. Perhaps we all would be better off if they did. That 1is the
reason for the title of this paper, and the message of this book. On the
other hand, it would be ridiculous to spend the amount of time and money
necessary to design a car that evolves. (Can you even imagine one that
emerges to new levels of complexity? Actually, we all may wish we had one
to replace the one in our garages!) Man thinks he needs cheap, short-term
systems that answer his material needs; these do not require the LPTM.
But still the LPTM could be used in these cases for ideas and some funda-
mental guidelines; it Jjust could not be directly applied as a template.

(4) The LPTM Is A Bootstrapping System. Man has had great difficulty
understanding and applying "bootstrapping" systems even when they have
been encountered in the most rigorous of the physical sciences, for
example, subatomic particle physics. Perhaps this is not a crippling ob-
jection since the LPTM might help achieve understanding of this important,
pervasive phenomenon by showing in specific ways how "bootstrapping"
systems are initiated, stabilized, and maintained.

5.0 FUTURE WORK ON THE LINKAGE PROPOSITION TEMPLATE MODEL
Some of the following research programs are underway, although with
very little funding. Others have progressed only as far as a feasibility

study. Collaborators are needed.

5.1 Graphic Representation of the LPTM

Because of the great complexity of detail inherent in even the cur-
rently primitive version of the LPTM, it was decided to present the model
as a network graph. Figure 4 shows what the LPTM might 1look 1like in
graphic form, showing LPs connecting only five isomorphies. The large
spheres are the major systems functions. It is these that manifest the
survival of systems such that man can observe them. However, these sys-
tems functions are not described as isomorphies, because they are all-en-
compassing, global terms dependent upon more specific mechanisms. These
more specific mechanisms or processes are called isomorphies. They are
shown as the smaller spheres associated with each function. The Linkage
Propositions are shown as the many rods connecting isomorphies and
functions together. Different types of rods could be used to reflect the
different association classes of Linkage Proposition. Not all LPs are
depicted here to simplify the overview, but even at this simplified level
the detailed complexity may inhibit comprehension.

The biology of humankind is especially well-adapted for utilization
of pictorial representations such as this. The popularity and success of
the Macintosh computer is based on this attribute. Mans survival in a
topological world is another example. The description of the LPTM in all
of its sordid detail would certainly take a book the length of a diction-
ary, and might be just about as interesting. Anyone wishing to learn it,
or use it as reference would easily get lost. But Figure 4 could contain
as much detail, be interesting and pleasing to explore, and reduce signif-
icantly the danger of loss of orientation with the resulting confusion.

One technique used to simplify presentation of the graphic LPTM is
the technique developed by systems programmers and systems analysts called
"stepwise refinement" and "graduated entry". 1In these techniques users
are presented with only the most general interrelationships first, and
then step-by-step with more detailed versions. The LPTM would be viewed
first only at the level of interrelationships of the major systems func-
tions, or the stages in the generalized systems life cycle. Then a user
might choose to view but one function and its interconnected isomorphies
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ignoring the rest for the moment. Gradually, as the user's understanding
and orientation becomes more enriched, additional isomorphies with their
interactions are added until the full model is explicated. This is also
of obvious value as an heuristic learning program. The upcoming text that
explains all of the isomorphies and the LPTM will use this technique
throughout as its graphic component (Troncale, 1981b).

5.1.1 Isomorphies are Real (Part II)

This same diagram can be used to illustrate an extension of the argu-
ment that isomorphies are real (begun in section 2.1). Recall that Link-
age Propositions are purported to be as isomorphic as the isomorphies they
mutually influence. Therefore, the LPTM is hypothesized to represent the
most conservative interconnection of any multitude of parts and interac-
tions vis a vis their use of space, time, and energy. This cannot be
easily shown in a diagram. To show that two isomorphies connected by a
Linkage Proposition are a highly likely probability state we depicted them
as a well in a thermodynamic, potential field. To do this we had to use a
three dimensional diagram of the simple two dimensional ball and stick
picture (Figure 3). Now imagine the entire three dimensional LPTM as
shown in Figure 4 as the most probable thermodynamic state. To see this
you must visualize an entire complex network of depressions or wells for
each LP and isomorph in a deformable, pervasive potential field of a
higher dimension. Man cannot visualize these higher dimensions directly;
he can only perceive their "shadows" in terms of their intersection with
our three dimensional universe as has been demonstrated for a 1limited
number of cases in recent AI research. If we could see such a diagram, it
would visualize how the entire LPTM is favored as a system reaches "matu-
rity" whatever its original beginning state.

5.2 The Graphic LPTM and Computerized Data Bases

Planned computerization of the graphics described above could yield
very powerful benefits. Levels of "stepwise refinement" could then be
specified and received in real time by any user according to their special
needs and instructions. The computer would allow multiple entry points
catering to the users particular interests. Various levels of specificity
could be flipped back and forth for a dynamic real-time visualization of
change yielding a "developmental" impression. The computer would have a
symbolic representation of the graphic LPTM built-in which would allow
conversion of any "sphere" representing an isomorphy, or "bar" repre-
senting a Linkage Proposition, into 1its corresponding natural language
statement. It would also possess a graphics generator compatible with
this translator. With these a user could produce a number of personally
tailored diagrams by issuing commands representing the following requests:

* Show me all of the Linkage Propositions connected to the isomorphy,
"Boundary Condition." (see Figure 5) This could be requested for
any isomorphy of choice.

* Show me the linkage net between the following two isomorphies (or
any specified, small combination of isomorphies).

* Show me the LPTM with only the Linkage Propositions of one speci-
fied "association class" of Linkages included. Or one "type" of
LP. Or one LP function.

* I am at one isomorphy and want to follow a "trail" of Linkage Pro-
positions wherever it leads from one isomorphy to the next. (This
could be followed in an interactive series of displays guided by
the computer).
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* Give me all Linkage Propositions using the following keywords in
the statement.

* Show me a "time series" of LPs based on the generalized systems
life-cycle.

A number of additional commands would be possible limited only by the
formula for understanding of natural language built into the system, its
interpretation of the graphics, and the user's ingenuity.

A second benefit of computerizing the graphics would be the resulting
ability to connect the graphic representation of each isomorphy and Link-
age Proposition directly to its significant literature results. The Life-
work Integrator(c) suite of programs under development at our Institute
(Troncale, 1982b, Miller and Troncale, 1982) organizes and connects
stand-alone, discrete, condensed statements of fact from the refereed
literature on each of the isomorphies listed in Table 2. Interlocking the
LPTM Graphics Utility to the Lifework Integrator Utility(c) would allow
the user to 1issue an expanded set of commands. The user could employ a
"mouse" such as that used with Macintosh graphics to move the cursor to
any visible isomorphy sphere or Linkage Proposition in the graphic LPTM
(Figure 4) and ask for support data in English statements culled from the
systems literature or the literature on the conventional disciplines. The
full bibliographic reference would then also be available for instantan-
eous display since the Lifework Integrator Utility(c) has all references
linked to its hierarchically-organized statements. Further, the Lifework
Integrator(c) allows "tracing" across the "interconnections" in its unique
data bank which have been constructed by qualified professionals in other
studies. This feature significantly extends wuser control of the
information.

A third benefit of computerization of the LPTM would be eventual cor-
rection of the various portions of the LPTM to the large compilation of
empirical measurements on real world systems now under construction in a
research project at our Institute (Troncale, 1981a, 1982c). Just as de-
scribed above the user could manipulate a manual control to move the cur-
sor to the visible portion of the LPTM in which he is interested and in-
quire what types of empirical measurements were available in the data base
for that item. This would allow better testing of the isomorphies and
linkage propositions, better "correspondence relations" between the ab-
stract statements of the LPTM and the conventional disciplines, and better
potential diagnostic and simulation capability in the decades of work
ahead.

An experimental version of the Lifework Integrator Utility(c), writ-
ten in FORTH, is already available on CP/M-based microcomputers (testcase
is the Kaypro - 10 megabyte harddisc system). However, the graphic LPTM
has not yet been implemented on a microcomputer environment. The intent
is to make both commercially available on portable microcomputers. The
Lifework Integrator(c) can also be used for synthesis of teamwork and as
an aid to cooperation between distant collaborators. "Team-shared"
research outlines could be generated with portions of the outline assigned
to various specialists on the team. Many minds working on the same common
computerized LPTM would enrich its referrals to the literature, enhance
the efficiency of teamwork, and expand its networks of 1linkage. The
Utility also provides for an orderly version of "what-has-been-accom-
plished-to-date" which serves as a stable foundation allowing precise ad-
dition and placement of incremental improvements until better completeness
is achieved. Here, then, would be a practical tool for transdisciplinary
research.
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5.3 Mathematical Formalization of the LPTM

The sheer number and complexity of interactions in the LPTM may be
rendered more user friendly with graphics, and still more useful as a
practical tool if data bases are linked to the graphics, but neither
extension simplifies the LPTM as much or gives it as much generative power
as the mathematical formalization of the LPs (Troncale and Voorhees,
1983). The semantic statements of the LPs which describe singular,
stand-alone interactions, can be effectively generalized by invention of a
symbol to represent the interaction. The entire history of physics and
mathematics revolves around the increasingly effective condensation of
what first where ideas of relation, to better and better statements of re-
lation, to symbolization of the relation. Gradually, the precise func-
tions and limits of the meaning of each symbol were more exactly defined
with each iteration. The result was the compact formulae of science, and
the elaborate mathematical rules for manipulation of the formulae to ob-
tain new knowledge about formerly unknown relations. These are now so
common, they are assumed. But recent history indicates that many new and
potentially powerful symbol systems await discovery. This project at-
tempts to transform the linkage propositions into a new symbol set in or-
der to obtain the economy of expression and generative power of mathemat-
ics for this sub-field of systems science (Troncale and Voorhees, 1983).

There are a number of precedents in the systems literature which bear
some similarity to linkage propositions. Discrimination betwen LPs and
the "correspondence principles" described for the natural sciences by the
philosophers of science (Schaffner, 1969), the linked set of systems defi-
nitions of Ackoff (1971), the "entailment networks" of Pask (1974), and
the "cross-level hypotheses" of Miller (1978), are described in former
papers (Troncale, 1978, 1982b, 1983). Only the first of these have been
formalized, although Pask's work has been recently computerized.

Since the LPs are linguistic and logic-based statements of hypotheti-
cal or observed mutual influences, they fall in part under the general
title of symbolic studies of relations. Warfield (1980) describes in con-
densed form the history of symbolization and formalization of logical
relations from the earliest attempts by Aristotle, Leibnitz, Euler, and
Venn to their development in our century by Pierce, Wiener, Kuratowski,
and von Neumann. He notes that the majority of improvements in formaliza-
tion of logical relations has occurred during the last two decades. To
this has been added the series of papers on Interpretative Structural Mod-
eling (Warfield, 1976b, 1977, 1979). The network graphs of ISM produced
from semantic statements input by participants may bear some relation to
the LPTM graphs such that exploration of the theorems and methods of ex-
tension of ISM symbolics could be fruitful in the attempt at formalization
of the LPTM.

The process leading to initial formalization of the LPTM is as fol-
lows: (i) source fields are continually surveyed for putative isomorphies
to add to the set in Table 3. (ii) application of a "modest" general
morphological technique (Zwicky, 1969, Zwicky and Wilson, 1967) and fur-
ther search of the 1literature is used to formulate new linkage proposi-
tions to add to the computerized data base, (iii) analysis of the LPs
enables clustering them into equivalences classes of association based on
the similarities and dissimilarities of semantic statements connecting the
isomorphies, (iv) a single, abstract symbol is devised to represent each
distinct equivalence class of association such that the symbol is defined
as the "operator" or "relator" possessing the "function" of the semantic
statement typical of that association class, (v) the association classes
themselves are explored for higher levels of interactions or influence
among themselves ("meta-functions") or for significant "limits" of their
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function. The result is a set of more compact malleable statements of the
general form

n All * " Bll
isomorph A stands in relation "*" to isomorph B

...where in all cases (the transdisciplinary, non-scalar, invariant) rela-
tion "*" represents one of a definable set of 1linkage propositions such
that

*(a) possesses properties a(1), a(2),.......... a(n)
*(b) possesses properties b(1), b(2),.......... b(n), etc.

and each set represents an association class of similar LPs. These
compact statements would contain a distillation of the most important of
the interrelationships presented in the systems literature and would also,
inherently, possess rules for their own recombination. If the definition
of some of the association classes already formulated proves true
(Troncale, 1978, 1982b), then some of the operators of this formal system
would be quite unique. Also new rules of recombination are implicit in
the LP sets reflecting the peculiar holistic nature of the systems they
model. Rather than having to endlessly explain why systems results and
tools do not conform to the expected standards of the conventional sci-
ences, this development might allow systems scientists to specify (in a
formal way) new levels of logical relation which could never have been
found in the conventional disciplines.

The following performance criteria for the formalized LPTM are dis-
cussed in (Troncale and Voorhees, 1983). The LPTM must: (i) achieve sim-
plicity of representation that unifies the interactions of a multitude of
systems ranging from masses of 10 exp (-32) gms to 2 x 10 exp (49) gms yet
describes discrete interactions that give rise to observable systems-level
results, (ii) achieve easy translation to conventional disciplines by
connection to observables, (iii) achieve graduated transition to
mathematical formalism to avoid early fossilization, and to make use of
such internal checks as self-consistency, (iv) prove useful for generating
additional linkage propositions in the manner of the following oversimpli-
fied example,

(known LP)...eveuennn. .A *(a) B
Feedback(A) is necessary for Cycling(B) to occur.

(known LP)....... ce....B *(k) C
Cycling(B) partially contributes to Temporal Systems Boundaries.

(unknown LP)...........A 2 C
Therefore, Feedback 1is necessary for maintenance of Boundary
Condition.

(v) provide aid in intuition- or metaphor-building as well as more formal
symbolization, comparison, recombination, and interrelation of such
knowledge, and (iv) achieve robustness, that is, the LPTM must yield more
information than that put into it. It must have demonstrable primary pro-
ductivity and generative power to avoid the trap of "empty formalism"
which is rather common in the systems approach.

The first paper of this series also briefly describes seven expected
contributions of the formal LPTM which derive from its special techniques
of representation. These include: (i) improved expression and actualiza-
tion of the age-old concept of "context", "nesting", or systems environ-
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ment, (ii) better expression and use of the systems concept of "entita-
tion" introduced by neurophysiologist and co-founder of the SGSR, Gerard
(see also section 4.1 , no.6), (iii) an ability to precisely demonstrate
"category switching", or "facetism", (iv) an ability to express "threshold
summation" in systems terms, (v) an ability to demonstrate the meaning of
systems "resonance" and its formal relation to scale invariance, (vi) an
ability to discover new interrelatiorships through the technique of "dual-
ity extension", and finally the extrapolation of unknown observables from
known categories of observables.

Let me just introduce the last potential technique as an example. If
an isomorphy "A" has the set of known observables

[B(1) : i =1, 2,....... ,n]
but another isomorphy "B" has a set of observables only partially known
[B(k) : k=1, 7, 9]
but it is known that A is related to B by a linkage proposition or linkage
propositions set such that A (i to n) *(r) B(k), then one could search all
"i", "r", and known "k" and the associated systems data bases for unknown
cases of "k" conformable to "i" by relation "r".
Even though such examples are rather primitive, it is perhaps clear
that the "formal version" of the LPTM possesses interesting potential and

promises interesting contributions.

5.4 Graph Theory and the LPTM

Figure 4 indicates that the LPTM has the properties of a formal
graph. It 1is a collection of 1line segments that connect a series of
points. The aspects of line length, line type, line curvature, line posi-
tion, and point content are insignificant features of the model. The
"connectedness" is the important feature of the model. Graph theory
shares these initial properties. The large number of theorems already
devised in the formal study of graphs could be profitably mined for any
relations to use to the LPTM.

Another indicator of the possible utility of graph theory to the LPTM
is the wide range of applications shared by both. Graph theory has been
applied to systems as disparate as man-made electronic systems, models of
molecular and organismic physiology, ecosystems, game theory, communica-
tions networks, transportation systems, models of crystals, family trees,
sociograms in sociology, and organizational structure. The LPTM, as a
general systems model is also very broad in its applications since it pur-
ports to represent the invariant, non-scalar, transdisciplinary mechanics
of systems function. Their subject domains co-map:; possibly their re-
sults will also. A considerable amount of effort has already gone into
the theorems of graph theory. LPTM stands to benefit. Perhaps the bene-
fits will accrue in both directions.

In addition, we have already alluded to three features of the LPTM
that are also features of graph theory. Graph theory has a series of the-
orems defining and describing the "tree" structures inherent in graphs.
LPTM also has internal tree structures, not the least being the taxonomic
tree of isomorphies shown in Table 2 and discussed in Section 2.3. Each
element of this meta-taxonomy is the base of its own set of relations and
trees. It will be interesting to see if any insight emerges form compar-
ing across these two formalizations vis a vis tree and network transforma-
tions. Graph theory also has a relationship with simplexes of mathemati-
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cal topology. The LPTM 1is proposed as a manifestation of the thermo-
dynamically most likely multipart interaction state due to minimal needs
for energy, space, and time. In the most fundamental sciences of
sub-atomic particle physics and exploration of cosmology these minimal
states have led modern scientists directly into the mathematics of the
field of topology. The forms therein apparently model the minimal states
(otherwise such basic form would not exist in the universe). Thus, the
LPTM as a foundational minimal state may be expected to involve topology
at a very primitive level. Finally, the relationship of the LPTM to the
history of symbolic logic beginning with the Greeks was mentioned above.
Graph theory also has as its central methodology the manipulation of logi-
cal statements.

Some important differences exist between graph theory and the LPTM.
It has been maintained that despite the efforts expended in the cause of
formalizing graph theory, no property has been discovered that is charac-
teristic of all graphs except for their general definition of being com-
posed of lines and interstices. This may be the result of the tremendous
diversity of graphs from extremely simple cases of one-line segment graphs
to immensely complicated graphs. The LPTM does not co-map with this
entire domain since it is a very complex graph to begin with. So it may
be expected to avoid this dearth of general properties. Related to this,
it is interesting to note that the LPTM only models "mature" natural
systems as pointed out above, and is not expected to be as useful for very
simple man-made systems which do not have to develop, evolve, transform,
and emerge. LPTM needs help on the problem. As if in answer to this need
the central problem of graph theory has been described as the identi-
fication of significant classes of subgraphs and formalizing the relations
between these subgraphs. Since the LPTM does not, as yet, have the same
formal abilities to identify subgraphs of the total, graph theory could be
utilized then to help formalize the limits of a general systems model by
defining "domain of applicability" more precisely. Not all differences
between the LPTM and graph theory lead to mutual aid. For instance, there
is a tendency in graph theory to stress the identification of subgraphs
that are "linearly independent" and yet cover the entire graph. This
emphasis runs counter to the four emphases in the LPTM: namely "mutual"
causation; "network", not linear cause and effect; threshold summation;
and the importance of "context". Perhaps LPTM may make some contributions
to a more general graph theory in addition to benefitting from
contributions from the field.

5.5 The LPTM as an Expert System

The unfortunately-named "expert system" is a computer with software
containing a sufficiently detailed version of a segment of human knowledge
(and the rules for its manipulation) that it can answer a limited set of
questions about that knowledge. 1Its key elements are a knowledge data
base (usually from the literature), and an inference engine that emulates
the human logic process. 1In essence it is an attempt to model the inter-
connections man has discovered about a limited knowledge domain. The con-
nections with the LPTM should be obvious.

But more importantly, the rapidly advancing set of tools for building
"rule-based" systems makes it feasible to attempt still another technique
for making the LPTM more user friendly and utilitarian. Because of its
structure the LPTM is a likely candidate for becoming a rule-based system
to study systems and to aid in systems studies. Here the terminology
would be a little strained because the LPTM Rule-Based System would be
used "by" experts not to supplant experts. The typical user would be an
expert in a particular system (for example, transportation) that wants to
model his area more completely, or diagnose and explore possible solutions
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to a problem in the area, but who has no formal knowledge of advanced sys-
tems science. The LPTM Rule-Based System would then be a meta-expert for
use by experts. Presumably even a worker who had spent years modeling a
specific system could benefit because the knowledge of a specific area of
human experience is not equal to the combined generalized and organized
knowledge of general systems. Transdisciplinary models, like the LPTM,
encompass and go beyond the many separated areas of specialized knowledge
shown in Table 3.

The LPTM Rule-Based System (called GENSYS) would consist of four ma-
jor components. Its "inference engine" would borrow from established ver-
sions with the important addition of operators from the Linkage Proposi-
tions that define functions not featured in traditional logic, but which
are necessary in systems logic. Its "knowledge base" would consist of
facts from the fields of systems analysis, systems theory, and general
systems theory as linked to data from the traditional sciences as de-
scribed in Section 5.2. Its "rule-base" would consist of the linkage pro-
positions themselves. An additional unique component would be the "Ab-
straction Mapping Utility" which would help the user who is an expert in
his own subject domain identify "correspondences" between the isomorphies
of the general model and the particular manifestations of those iso-
morphies in his system. It would do this with the set of characteristics
and criteria now being assembled for the isomorphy taxonomy of Table 2,
and for presentation in a general systems textbook (Troncale, 1981b).

These initial "correspondences" would be established by a series of
menu's that quiz the wuser. The computer would use the results of these
queries (in real time) to construct tables which equate the co-mappings.
It would then be able to present, in the terminology of the particular
discipline, the Linkage Propositions between components of interest to the
user. There could be an "estimator of probability" as in some expert sys-
tems, but due to the hypothetical nature of many of the 1linkage proposi-
tions, probabilities in a chain of linkages would be very low. The use of
the system would be more aimed at diagnosis of problems by suggesting im-
pacts to the user, or as a design aid for identifying possible avenues of
solution rather than as a provider of authoritative answers.

An extension of GENSYS would be META-GENSYS. This program would
provide a service to the general systems science community. It would cat-
alogue the work of the field, and provide a common data base for identifi-
cation of work-in-progress, needed areas of work, identification of col-
laborators, and identification of ways to improve GENSYS in somewhat the
same manner as self-improving expert systems already demonstrated (see
section 4.1, Nos.12 and 13).

Both GENSYS and META-GENSYS would be implemented on CP/M microcom-
puters using FORTH as the programming language. The utilities would be
built on relational data base substructures integrated with the Lifework
Integrator(c) (already programmed in FORTH).

CONCLUSION

It must be obvious that much more work is anticipated by this paper
than has been accomplished to date. Teams of cooperating colleagues are
assembling on each of the above task. These teams cover a wide span of
disciplines and technologies. The Society for General Systems Research is
organizing Special Integration Groups and computer conferenéing data bases
which will indirectly aid in the advancement of some of these projects.
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It should also be clear that although none of the above five exten-
sions of the LPTM is totally dependent on the others, progress in any of
them will significantly aid progress on the others. This type of synergy
may increase the probability of completion of the entire set of projects.

Finally, I return to the theme of the paper and this book. Can a
knowledge of natural systems help in the design of man-made systems and
aid our understanding of complex systems? Surely the increased resolution
of processes, their greater specification and interconnection, the attempt
at more complete coverage of the isomorphies characteristic of the LPTM
should increase both the ideas and the tools we have for design of our own
systems. If it 1is true that the general systems model is one that has
been optimized over many billions of years by nature for her systems, then
it could yield some important insights on how we need to build our sys-
tems. Even the immature systems of man, which I have said do not fall en-
tirely within the domain of the LPTM, may benefit. Humankind may choose
to make systems immature only because it refuses to invest the effort/time
to make them more mature and because it is blissfully ignorant of the ben-
efits that would result. The "special knowledge" of a future general the-
ory of systems may reduce such ignorance, and future practical tools 1like
the LPTM may reduce the effort/time necessary for man to design improved
human systems based on natural systems' wisdom.

LIST OF TABLES

Table 1. Comparing the speciality areas in systems science using a dozen
characteristics, each one showing a gradation from systems
analysis at one extreme of the spectrum to general systems
research at the other. It is important to recognize that the
intent of this table is not to suggest a hard and fast
distinction between these three "approaches" to systems science,
but rather to indicate that each emphasizes or favors one or
another of the extremes of the range of possibility for each of
the 11 criteria.

SYSTEMS ANALYSIS SYSTEMS THEORY GENERAL THEORY OF SYSTEMS
Phenomenon-based Discipline-based Transdisciplinary (Inter, Multi)
Proximal to Data Abstracted from Data Abstracted from Theory
Predictive Explanation Understanding at Systems-Level
Not Isomorphy-based Some Isomorphies Connected Isomorphies (Many)
Most Specific General Most General

Correspondence Principles Apply €————> No Correspondence As Yet
Single Tool More Than One Tool Toolbox, Tbe Source
Reductionist Some Synthesis AnaSynthetic

Mathematics and Computers -e— —» Conceptual to date

Field Insensitive Field Insensitive Field Sensitive

Less Contextual = - Context Dependent
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1.

Table 2. Towards a comprehensive taxonomy of phenomenological
isomorphies. A table of 75 principal systems concepts

TYPES AND TAXONOMIES

1.1 Definition of Systems

1.2 Parts / Components /
Entities / Elements

1.3 Purpose / Function /

Equifinality / Determinism
1.3.1 Externally-Generated
1.3.2 Internally-Generated

1.4 Subsystem / Supersystem
1.5 Open Systems

1.6 Closed Systems

1.7 Types of Systems

1.7.1 Decomposability

(Fully, Nearly, Non)

1.7.2 Linearity, etc.

SYSTEMS ORIGINS

2.1 Boundary Conditions /
Closure

2.2 Self-Organization
2.2.1 Autopoiesis
2.2.2 Allopoiesis

2.3 Self-Referential Mechanisms

2.4 Non-Equilibrium
Thermodynamics

SYSTEMS FORM / STRUCTURE

3.1 Structureprocess

3.2 Duality (Origins of)

3.3 Hierarchical /
Heterarchical Form

.4 Structure of Voids

.5 Fractal Structure

.6 Strings

.7 Correspondences
3.7.1 Symmetry
3.7.2 Asymmetry
3.7.3 Supersymmetry

w ww w

SYSTEMS MAINTENANCE

4.1 Static States

4.2 Stability

4.3 Metastability

4.4 Steady State / Dynamic
Equilibrium

4.5 Transtemporal Stability

4.6 Control / Regulatory

Mechanisms

4.6.1 Negative Feedback

.2 Positive Feedback

.3 Coupled Feedback

.4 Feedforward

.5 2nd, 3rd Order

Cybernetics

4.6.6 Single Loop /
Multiple Loop
Feedback

L
[e) W e) ie) )]

5.

4.6.7 Hierarchical / Cross
Level Feedback

SYSTEMS FLOW PROCESSES

5.1 Flow Turbulence (Power
Spectrum)
5.2 Restructuring / Throughput
/ Temp. Capture
5.3 Orthogenetic vs.
Dispersive
5.4 Energy-Based
5.4.1 Entropic
5.4.2 Negentropic
5.4.3 Synergistic
5.5 Information-Based
5.5.1 Law of Requisite
Variety
5.5.2 Permutation /
Recombination Mech.
5.6 Optimality Principles
5.6.1 Principle of Least
Action / Energy
5.6.2 Principle of Least
Time / Space
5.6.3 Principle of Least
Matter / Energy

SYSTEMS GROWTH AND DEVELOPMENT

6.1 von Baer's Laws

6.2 Zipf's Law

6.3 Morphometric Laws

6.4 Allometric Growth
(Proportionality)

6.5 Principle of Plenitude

SYSTEMS TRANSFORMATION

7.1 State Determined Systems

7.2 Phases / States / Modes

7.3 Catastrophe

7.4 Bifurcations

7.5 Cobordism Surgery

7.6 Cyclical Behavior

7.6.1 Life Cycles

7.6.2 Limit Cycles

7.6.3 Periodic /
Oscillatory Behavior

7.7 Thresholds

SYSTEMS LINKAGES

8.1 System Context or
Environment

Input / Output
Entitation

Complexity Measures and
Constraints

@ o ©
.
=W N

(continued)
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Table 2 (continued).

8.5 Coupling Types
8.5.1 Insulated /

Non-Insulated
2 Strong / Weak
.3 Synergistic /
Antagonistic
Linear / Non-Linear,
etc.
8.5.5 Internal / External
Coupling Magnitudes /
Distances
Macro-Uncertainty Principle
Variety Measures:
Diversity Measures

9. SYSTEMS FIELD CHARACTERISTICS
9.1 Resonance Phenomena
9.1.1 Consonance
9.1.2 Dissonance
9.1.3 Transgressive
Recursion
9.2 Soliton's (Long Waves)
9.3 Anticipatory / Precocious
Vectors
9.4 Potential Spaces
(Multidimensional)

10. SYSTEMS EVOLUTION
10.1 Randomness / Chaos
Mechanisms

Table 3.

10.2
10.3
10.4

Concrescence

Neutrality Principle
Logarithmic Spiral of
Variants

Transgressive Variation
0.6 Ontogenetic / Phylogenetic
Mechanism

Lotka-Volterra Competition
Equations

Cooperation Equations

11. SYSTEMS EMERGENCE

11.1 Stability Limits-Isomorph
Networks

Parameter Trends

Process of Emergence
Satisfied vs. Unsatisfied
/ Counterparity
Transgressive Equilibrium
Exclusion Principle
Deutsch's Law

1.2
11.3
11.4

11.5
11.6
1.7

12. SYSTEMS DECAY PROCESSES
12.1 Instability
12.2 RECYCLING of Components
12.3 Programmed
(Internally-Determined)
Externally-Determined

12.4

All of these fields are useful for the detection and elucidation

of systems isomorphies even if the intent of their research is
not aimed at the discovery of systems concepts.

HOLISTIC INTELLECTUAL MOVEMENTS

Theoretical research

Applicable to multiple disciplines
Predominantly generative

Some synthetic tendencies

General Systems Theory

Hierarchy Theory

Cybernetics

Information Theory

Artificial Intelligence

General Topology

Mathematical Systems Dynamics

Simulation and Modeling Theory

Synergetics

Global Modeling

Systems Dynamics/Systems Engineering

Abstract Theoretical Physics and
Cosmology

Computer Systems Analysis

Information Theory

General Morphology
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APPLIED SYSTEMS ANALYSIS

Applied research

Applicable to multiple problems
Predominantly utilitarian
Reductionistic emphasis

Management Systems Methods

Systems Theory in Ecology

Political Systems Analysis

Defense Systems Analysis

Health Care Systems Analysis

Energy Systems Analysis

Queuing Theory

Game Theory

Operations Research

Decision Theory

Optimization Theory

Graph Theory

Technological Assessment

Systems Analysis in Behavioral and
Social Sciences

Biological Systems Analysis



Table 4. Examples of Linkage Proposition

o Life cycles are a type of boundary condition, specifically defining
temporal boundaries.

o Boundary conditions in part result from the establishment of a steady
state, whether it be the result of either static or dynamic equilibrium

o Boundary conditions contribute in part to the cause of the exclusion
principle.

o Boundary conditions of a system are in part the result of the strength
aid duration of the linkages between its subsystems.

o The participations of entities / components / elements as subsystems in
a supersystem is in part the cause of their transtemporal stability.

o Concrescence ratio can lead in part to the establishment of new
boundaries.

o Transitions / phases / modes are in part the result of alterations in
the linkages among subsystems of a system.

o Positive and negative feedback mechanisms are often found linked
together / as a partial cause of dynamic equilibrium.

o Feedback is one of the few types of linkages which operates across
widely separated levels of the hierarchy.

o Positive feedback / 1lrt / is a partial cause of amplification of rates
of growth and development or decline and decay.

o Coupled positive and negative feedback mechanisms are in part the cause
of oscillations around the ideal median.

o Transgressive equilibrium is in part the cause of levels in hierarchy.

o Recycling of systems components / after systems lifecycle death
contributes in part to equilibrium of higher levels of the hierarchy.

o Instability and its opposite stability are paired in nature as a partial
cause of one of the most fundamental of counterparities (dualism).

o Cycling reduces the energy flow necessary to maintain a negentropic,
deterministic succession of states in a system.

o Goal-seeking feedback is in part the cause of oscillatory cycling.

o Metastability is a partial inhibitor of recycling of components.

o Reductions in required energy flow for cycling are partially dependent
on contributions of recycling of components to autopoiesis of systems in
succeeding hierarchical levels.

o A small amount of unsatisfied counterparities in a population of
entities with mostly satisfied counterparities will result in
concrescence and emergence of hierarchical structure.

o Coupled positive and negative feedback mechanisms are a generic example

in counterparity.

o Neutrality quest is in part the result of the universal trend toward
entropy death.

o Hierarchical organization is highly negentropic.

o Hierarchical organization contributes to systemic growth and development
and allowable complexity limits.

o Gaps in hierarchical levels are the result of the appearance of new
magnitudes of bonding strength, distance, time, and energy due to the
appearance of new unsatisfied counterparities.

O Synergy contributes to negative entropy.

o Synergy is a special relationhip of input / output progresses such that
the components sharing the relationship have achieved an unusual
focusing of their outputs on each other as stimulatory input.

O Synergy maximizes temporal capture of enrgy flux.

o Open systems can locally increase their order of negentropy if energy is
constantly supplied for throughput.

o Energy required for maintenance is proportional to the negentropy of a
system: (Odum and Odum, 1976).

o Energy flows derive from counterparities seeking their complement to
achieve a neutrality balance.
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